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Abstract

In this paper, we analyze the embedding cell method, an algorithm which has been developed for the numerical homogenization of metal-ceramic composite materials. We show the convergence of the iteration scheme of this algorithm and the coincidence of the material properties predicted by the limit with the effective material properties provided by the analytical homogenization theory for two dimensional linear hyperelastic isotropic materials with constant shear modulus and slightly varying first Lamé parameter.
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1 Introduction

A fundamental goal of material science is to design materials with exactly prescribed properties, which are optimal for a specific purpose. In principle, this issue could be addressed experimentally with the help of trial and error strategies. However, such strategies are often very expensive and time-consuming. Therefore, the development of computational simulations for optimizing materials has become an emerging field of research in the recent years. The success of computational material design is boosted by the fact that computation speed and efficiency of hardware and high performance systems have strongly increased over the last decades. Nevertheless, physical experiments still have to remain an integral part of the process of designing optimized materials, but the number of such experiments can be significantly reduced if the used computational methods are proven to be reliable. Therefore, a good mathematical understanding of the computational methods is very important.
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The field of numerical mathematics provides well-understood numerical schemes like the finite element method for the numerical solution of the partial differential equations modeling the behavior of the materials. However, many materials relevant for technical applications, such as composite materials, have a microstructure and hence their material parameters vary on small length scales. To resolve the microstructure with the help of the classical finite element method, the mesh grid size has to be chosen very small such that the computational effort is very high. But since effects of microstructures often average out on macroscopic length scales, it is sufficient in many situations to compute the effective material behavior on macroscopic scales.

An important mathematical strategy to determine the effective material behavior is the application of so-called homogenization processes. The general idea of homogenization is to replace a multiscale problem by a homogeneous problem with the same effective properties. In analytical homogenization theory, the homogeneous problem is obtained as the limit of a sequence of multiscale problems with faster and faster oscillating parameters, and formulas for the homogeneous parameters of the limit problem are provided, see, for example, [2]. However, in general, it is difficult to compute the values of the homogeneous parameters explicitly. Therefore, it is necessary to develop numerical homogenization processes.

Such a numerical homogenization process is given by the so-called embedded cell method, an algorithm which was developed by Dong and Schmauder [4],[8] to compute the stress-strain curves for metal-ceramic composite materials or more generally for particle or fiber reinforced materials. These materials are of great importance for the automotive industry, e.g. for rotor brakes, the aerospace technology, e.g. for lightweight elements, or the medical technology, e.g. for implants. The basic idea of the embedded cell method is to replace the metal-ceramic composite material with its complex geometry by a so-called embedded cell consisting of a connected component of ceramic particles surrounded by a metal matrix (or vice versa) which is embedded into a dummy material whose material parameters are determined by a self-consistent numerical iteration scheme. The volume ratio between the ceramic and the metallic part of the embedded cell is the same as in the original composite material. The volume of the dummy material is larger than the volumes of the ceramic and the metallic part such that the influence of the geometry of the exterior boundary of the dummy material on the embedded cell can be neglected. Having determined the material parameters of the dummy material the strain-stress curve of the composite material consisting of the embedded cell and the dummy material is computed numerically.

Numerical experiments show that the strain-stress curves obtained via the embedded cell method are often very close to the strain-stress curves of the corresponding original composite materials measured in physical experiments. A first attempt to prove analytic convergence results can be found in [7]. However, the question how the results of the iteration process are related to the exact solutions of the underlying mathematical equations and to the formulas for the effective material parameters provided by analytical homogenization theory remained open. So far, there is no further mathematical analysis of the embedded cell method in the literature.

In general, the effective material behavior of a composite material does not only depend on the volume ratio of its phases but also on the spatial arrangement of the phases.
For example, a stiff material with inclusions of a soft material behaves differently than a soft material with inclusions of a stiff material even if the volume ratios between the stiff and the soft phase are the same for both composite materials. The formulas for the effective material behavior from analytical homogenization theory take into account both the volume fraction and the spatial arrangement of the phases. In contrast, the embedded cell method in its present form respects the volume fraction of the phases but only allows that one connected component of one phase is surrounded by another phase and the dummy material. Hence, it cannot be expected that the strain-stress curves computed by the embedded cell method always coincide with the strain-stress curves obtained with the help of analytical homogenization theory. Therefore, it is important to investigate for which kind of composite materials and which spatial arrangements of their phases both homogenization methods yield comparable results.

For composite materials whose material parameters vary only in one direction the effective material behavior is completely determined by the volume ratio of its phases. Consequently, we have recently proven in [3] by explicit calculations that for a one dimensional model of linear elastic materials and a simple one dimensional plasticity model the embedded cell method converges and that the material properties predicted by the limit coincide with the effective material properties provided by analytical homogenization theory.

It is the aim of the present paper to prove some basic results on the convergence behavior of the embedded cell method and its relation to analytical homogenization theory. As a first step towards a general two dimensional theory of the embedded cell method we analyze a two dimensional model of linear hyperelastic isotropic composite materials with constant shear modulus and a first Lamé parameter which varies only by a small parameter $\varepsilon$. In this case, we prove that the embedded cell method converges and that the material properties of the limit coincide with the effective material properties from analytical homogenization theory at least up to an error of order $O(\varepsilon^2)$ for $\varepsilon$ tending to zero since the influence of the volume ratio of the phases on the effective material behavior dominates the effects induced by the spatial arrangement of the phases. The assumption of a constant shear modulus has the advantage that we only need to model a tensile test for determining the effective first Lamé parameter and no shear test for determining the effective shear modulus such that we analyze the same experimental set-up as in [4]. Nevertheless, our result and our proof can be generalized in a straightforward manner to the case when also the shear modulus varies by $\varepsilon$. The proof of our result relies on perturbation theory, complete induction using the iteration procedure of the embedded cell method and an a priori estimate from elliptic theory being valid also for weak solutions of our model equations, which is the appropriate notion of solution in the case of composite materials. Moreover, we use a generalized formula for the tensile force which is also applicable to non-smooth data and weak solutions of the model equations.

Since the embedded cell method has similarities with the Hashin-Shtrikman coated sphere construction, cf. [5],[6], we expect that for general two and three dimensional two-phase composite materials the effective first Lamé parameter and the effective shear modulus computed by the embedded cell method and the effective first Lamé parameter and the effective shear modulus obtained with the help of analytical homogenization theory share the property that they can be bounded from above and below by the Hashin-
Shtrikman bounds which are the tightest bounds possible for composite moduli of two-phase composite materials, cf. [9]. It is subject of further research to prove that the embedded cell method has this useful property.

The plan of the paper is as follows. In section 2, we present the physical model which will be the basis of our analysis as well as an existence and uniqueness result for solutions of the model equations. The boundary conditions in this model are chosen such that the model describes a tensile test. At the end of this section we derive the generalized formula for the tensile force. In section 3, we introduce the embedding cell method. In section 4, we prove our convergence and correctness result.
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2 The physical model

In this section, we briefly present the physical model which we will analyze in the subsequent sections. The model consists of the basic equations of classical elasticity theory for linear hyperelastic isotropic solids applied to the experimental set-up of a tensile test. For more details on classical elasticity theory we refer, for example, to [1].

We consider a linear hyperelastic isotropic solid which fills in its undeformed state the domain $\Omega = (0, 1)^2$. The solid is exposed to external forces causing a deformation $y : \Omega \to \mathbb{R}^2$ and a displacement $u := y - I d$, where $I d$ is the identical map, respectively.

The physical experiment we would like to model is a tensile test for determining the stress-strain curve of the solid, see figure 1. For a given force acting on the top end of the solid, the displacement $l > 0$ at the top end has to be measured. Since the displacement is uniquely determined by the force, it is equivalent to prescribe the displacement $l$ at the top end and determine the tensile force, i.e. the force needed to deform the material.

There are basically two different types of boundary conditions to model a tensile test in a physically reasonable way. The first possibility is to fix the body on $\Gamma_1 := \{ x = (x_1, x_2) \in \partial \Omega : x_2 \in \{0, 1\} \}$, i.e. at the bottom and top end, while the rest of the body is free to move. The second possibility are so-called greased boundary conditions. Here, only the deformation of the body in $x_2$-direction is prescribed and thus the body can move freely in $x_1$-direction. Again on the remaining surface, the body is free to move. Hence, for a given

![Figure 1: A tensile test](image-url)
displacement length $l > 0$, the admissible displacement $u$ should satisfy the boundary condition

$$u_2|_{\Gamma_1} = u_0[l] := \begin{cases} l, & x_2 = 1, \\ 0, & x_2 = 0. \end{cases} \quad (2.1)$$

Because even in the simplest case of a homogeneous material, the deformation behavior of a body with the first type of boundary conditions is quite complex and thus hard to analyze, the greased boundary conditions are often preferred.

According to classical elasticity theory the displacement $u$ of the linear hyperelastic isotropic solid minimizes the strain energy

$$u \mapsto J[u] := \int_\Omega W(x, \nabla u(x)) \, dx$$

where

$$W(x, \nabla u(x)) = \frac{\lambda(x)}{2} \text{tr}(\nabla^2 u(x))^2 + \mu(x) \text{tr}((\nabla^s u(x))^2) \quad (2.2)$$

under the prescribed boundary conditions for $u$. The function $\lambda$ is the first Lamé parameter and the function $\mu$ the shear modulus or second Lamé parameter of the solid. The values of $\lambda$ and $\mu$ depend on the given material and are determined experimentally. $\nabla u$ denotes the displacement gradient, $\nabla^s u = (\nabla u + (\nabla u)^T)/2$ its symmetric part and $\text{tr}(M)$ the trace of the matrix $M$.

Hence, prescribing the greased boundary condition (2.1), the displacement $u$ has to solve

$$-\text{div}(\lambda(x) \text{tr}(\nabla^s u(x)) I + 2\mu(x) \nabla^s u(x)) = 0 \quad \text{in } \Omega, \quad (2.3)$$

$$\lambda(x) \text{tr}(\nabla^s u(x)) I + 2\mu(x) \nabla^s u(x)) n = 0 \quad \text{on } \Gamma_2 = \partial \Omega \setminus \Gamma_1, \quad (2.4)$$

$$\left[ (\lambda(x) \text{tr}(\nabla^s u(x)) I + 2\mu(x) \nabla^s u(x)) n \right]_1 = 0 \quad \text{on } \Gamma_1, \quad (2.5)$$

$$u_2 = u_0[l] \quad \text{on } \Gamma_1, \quad (2.6)$$

where $I$ denotes the unit matrix, $n$ the outer unit normal vector and $u_0[l]$ is as in (2.1).

The equations (2.3)-(2.6) are the basic equations for two dimensional linear hyperelastic isotropic solids in the experimental setup of a tensile test with greased boundary conditions.

Now, we present an existence and uniqueness result for the equations (2.3)-(2.6). Let $l \geq 0$ be given and $\mathcal{W}_l$ be the subspace of the Sobolev space $(H^1(\Omega))^2$ consisting of all functions $u = (u_1, u_2) \in (H^1(\Omega))^2$ with the property that $u_1$ has zero mean value on $\Omega$ and $u_2$ satisfies (2.1) almost everywhere in the trace sense. We require the above condition for $u_1$ to obtain unique solvability of (2.3)-(2.6). This extra condition only excludes additional superimposed rigid body motions in $x_1$-direction. Therefore, a solution of (2.3)-(2.6) without the mean value condition is unique up to a superimposed rigid body motion in $x_1$-direction which is physically completely reasonable since no Dirichlet boundary conditions are given for $u_1$. 

5
Definition 2.1 (weak solution). \( u \in \mathcal{W}_l \) is called a weak solution of (2.3) - (2.6) if
\[
\int_{\Omega} \lambda \text{tr}(\nabla^s u) \text{tr}(\nabla^s v) + 2\mu \nabla^s u : \nabla^s v \, dx = 0, \tag{2.7}
\]
where \( A : B = \text{tr}(A^T B) \), for all \( v \in \mathcal{W}_0 \).

Theorem 2.2 (existence and uniqueness). Let \( l \geq 0 \) and \( \lambda, \mu \in L^\infty(\Omega) \) with
\[
\lambda \geq 0 \text{ almost everywhere in } \Omega, \tag{2.8}
\]
\[
\mu \geq \mu^* > 0 \text{ almost everywhere in } \Omega, \tag{2.9}
\]
and \( f \in \mathcal{W}_0' \) satisfying
\[
f(u + (c,0)) = f(u) \tag{2.10}
\]
for all \( c \in \mathbb{R} \). Then there exists a unique \( u \in \mathcal{W}_l \) such that
\[
\int_{\Omega} \lambda \text{tr}(\nabla^s u) \text{tr}(\nabla^s v) + 2\mu \nabla^s u : \nabla^s v \, dx = f(v) \tag{2.11}
\]
for all \( v \in \mathcal{W}_0 \). Moreover, \( u \) satisfies
\[
\|u\|_{H^1(\Omega)} \leq C \left( \|f\|_{\mathcal{W}_0'} + (\|\lambda\|_{L^\infty(\Omega)} + 2\|\mu\|_{L^\infty(\Omega)}) |l| \right) \tag{2.12}
\]
for a constant \( C > 0 \) which depends on \( \mu^* \) but is independent of \( f, l, \lambda, \mu \) and \( u \).

The invariance condition (2.10) is necessary to reduce the set of test functions to \( H^1 \)-functions with zero mean. The existence of a unique weak solution of (2.3) - (2.6) in the sense of definition 2.1 is a direct consequence of the above theorem by choosing \( f \equiv 0 \). But we will also need the existence and uniqueness result for more general functions \( f \) in section 4.

The proof of Theorem 2.2 relies on standard arguments from elliptic theory. For zero Dirichlet boundary conditions, i.e. for \( l = 0 \), the unique existence of a solution \( u \) and the validity of estimate (2.12) follows from Lax-Milgram’s theorem. The coerciveness of the bilinear mapping defined by the left-hand side of (2.11) is verified with the help of Korn’s inequalities. For \( l \neq 0 \), the assertions of the theorem follow from the case with \( l = 0 \) by decomposing \( u \) into \( u = z + \bar{u} \) with \( \bar{u} \in \mathcal{W}_l \). For further details, we refer, for example, to [1], [2] and the references therein.

We finish this section by deriving a formula for the tensile force which is also valid for weak solutions of (2.3) - (2.6). Such a formal is very important for an analytical or numerical investigation of a tensile test. For sufficiently regular solutions \( u \) of (2.3) - (2.6) the tensile force \( F \) is given by
\[
F = F[\lambda, \mu, l] = \int_{\Gamma_1^{\text{top}}} \left( \partial W \over\partial \nabla^s u \right)(x, \nabla^s u(x)) \, d\sigma, \tag{2.13}
\]
where \( \Gamma_1^{\text{top}} := \{ x \in \Gamma_1 : x_2 = 1 \} \) and
\[
P(x) = \frac{\partial W}{\partial \nabla^s u}(x, \nabla^s u(x)) = \lambda(x) \text{tr}(\nabla^s u(x)) I + 2\mu(x) \nabla^s u(x) \tag{2.14}
\]
is the first Piola-Kirchhoff stress tensor. Notice that (2.14) is just Hooke’s law for linear hyperelastic isotropic materials. Hence, we have

\[
F[\lambda, \mu, l] = \int_{\Gamma_{top}} \lambda \partial_1 u_1 + (\lambda + 2\mu) \partial_2 u_2 \, d\sigma.
\]  

(2.15)

However, in the case of a composite material, \( \lambda \) and \( \mu \) are step functions and the solutions \( u \) exist only in the weak sense. Therefore, the above formula for the tensile force might not be well-posed since we have not enough regularity to define the trace of \( \nabla^s u \) on \( \partial\Omega \). Nevertheless, in this situation a different expression for the tensile force can be derived. Let us consider the function space

\[
\mathcal{E}(\Omega) = \{ v \in L^2(\Omega) : \text{div} \, v \in L^2(\Omega) \}
\]

Then, the following result holds.

**Lemma 2.3.** Let \( u \in \mathcal{W}_I \) be the weak solution of (2.3) - (2.6) and \( P \) the corresponding first Piola-Kirchhoff stress tensor. Then we have \( P \in \mathcal{E}(\Omega) \).

**Proof.** Because \( u \in \mathcal{W}_I \) is the weak solution of (2.3) - (2.6), we have

\[
\int_{\Omega} \nabla^s v : P \, dx = 0
\]

for all \( v \in \mathcal{W}_0 \). Since \( C_0^\infty(\Omega) \subset \mathcal{W}_0 \), this identity also holds for all \( v \in C_0^\infty(\Omega) \). Hence, the above statement yields that \( \text{div}(P) = 0 \) in the distributional sense, which implies the assertion of the lemma. \( \square \)

In this case, according to \( [10, \text{theorem 1.2}] \), there exists a linear, bounded trace operator

\[
T_{\mathcal{E}} : \mathcal{E}(\Omega) \to H^{-1/2}(\partial\Omega), \quad T_{\mathcal{E}}[v] = v n|_{\partial\Omega}
\]

for all \( v \in C_0^\infty(\Omega) \). Here, \( H^{-1/2}(\Omega) \) is the dual space of \( H^{1/2}(\Omega) := \mathcal{R}(T_{H^1}) \), where \( T_{H^1} \) is the trace operator on \( H^1(\Omega) \) and \( \mathcal{R} \) denotes the range of an operator. Furthermore, it is proven in \( [10, \text{theorem 1.2}] \) that a generalized Stokes formula holds, which is given by

\[
\langle v, \nabla w \rangle_{L^2(\Omega)} + \langle \text{div} \, v, w \rangle_{L^2(\Omega)} = \langle T_{\mathcal{E}}[v], T_{H^1}[w] \rangle_{H^{-1/2}(\Omega)}
\]  

(2.16)

for all \( v \in E(\Omega) \) and \( w \in H^1(\Omega) \). Here, the mapping

\[
\langle \cdot, \cdot \rangle_{H^{-1/2}(\Omega)} : H^{-1/2}(\Omega) \times H^{1/2}(\Omega) \to \mathbb{R}
\]

is called the duality mapping. Using this trace operator and the generalized Stokes formula, the following theorem can be proven.

\[1\]In this theorem, it is assumed that the domain to have \( C^2 \)-boundary. However, \( [10, \text{remark 1.3}] \) yields the extension of this result to domains with Lipschitz boundary.
Theorem 2.4 (tensile force). Let \( l \geq 0 \) and \( \lambda, \mu \in L^\infty(\Omega) \) satisfy the assumptions from theorem 2.2. Then the tensile force at the top end of the material is given by

\[
F[\lambda, \mu, l] = \int_\Omega P_{22} \, dx,
\]

where \( P \) is the first Piola-Kirchhoff stress tensor.

Proof. Define \( w = (0, x_2)^T \), which is a \( H^1 \)-function. Furthermore, with lemma 2.3 and (2.4) we get

\[
F[\lambda, \mu, l] = \int_{\Gamma_{\text{top}}} (Pn)_{22} \, d\sigma = \int_{\partial\Omega} (Pn) \cdot w \, d\sigma = \langle T_{\mathcal{E}}[P], T_{H^1}[w] \rangle_{H^{-1/2}(\Omega)}
\]

\[= \int_\Omega \nabla(w) : P \, dx = \int_\Omega \nabla w : P \, dx = \int_\Omega P_{22} \, dx,
\]

which is the assertion. \( \square \)

3 The embedded cell method

The embedded cell method is a numerical scheme to compute the stress-strain curves of composite materials by performing a numerical homogenization process. In this paper, we will consider composite materials consisting, for instance, of a metal matrix material with embedded ceramic particles. The general idea of homogenization is to derive effective properties of a multiscale problem by replacing the problem by an appropriate homogeneous problem. The multiscale properties of metal-ceramic composite materials are a consequence of the different values of the material parameters \( \lambda \) and \( \mu \) of the embedded material and the surrounding material. As discussed for example in [2], the mathematical analysis of effective properties of multiscale materials is performed by considering sequences of faster and faster oscillating material parameters.

Let, for example, \( \lambda, \mu : \mathbb{R}^2 \to \mathbb{R} \) be periodic functions and define for \( \delta > 0 \):

\[
\lambda^\delta(x) := \lambda \left( \frac{x}{\delta} \right), \quad \mu^\delta(x) := \mu \left( \frac{x}{\delta} \right).
\]

Then, the homogenization problem is given by the family of solutions \((u^\delta)_{\delta > 0} \subset \mathcal{W}_l\) to

\[
\int_\Omega \lambda^\delta \, \text{tr}(\nabla^s v) \, \text{tr}(\nabla^s u^\delta) + 2\mu^\delta \nabla^s v : \nabla^s u^\delta \, dx = 0 \quad (3.1)
\]

for all \( v \in \mathcal{W}_0 \). Notice that this family of solutions is well-posed according to theorem 2.2.

The aim of analytical homogenization theory is to examine the asymptotic behavior of the solutions \((u^\delta)_{\delta > 0}\) for \( \delta \to 0 \). In particular, it is of great interest to study if a limit exists, which equation the possible limit solves and which are the homogeneous coefficients of this effective equation, the so-called effective material parameters. The idea behind this is that the effective behavior of a multiscale material should be given by such a limit and by the effective material parameters of its equation. An essential result of analytical homogenization theory is the following theorem.
Figure 2: Left: Composite with periodically distributed ceramic particles (black) embedded into a metal matrix (white). Right: Embedded cell in a dummy material (grey)

**Theorem 3.1** (homogenization). Let \( l \geq 0 \), \((\lambda^\delta)_{\delta>0}, (\mu^\delta)_{\delta>0} \subset L^\infty(\Omega)\) be families of material parameters defined as above and \((u^\delta)_{\delta>0} \subset W_1\) be the corresponding family of solutions to (3.1). Then there exists a unique \( u^{\text{hom}} \in W_1 \) and constants \( \lambda^{\text{hom}}, \mu^{\text{hom}} \in \mathbb{R} \), called effective material parameters, such that

\[
\begin{align*}
&\begin{cases}
  u^\delta - u^{\text{hom}} & \text{in } W_1 \\
  \lambda^\delta \text{tr}(\nabla^s u^\delta)I + 2\mu^\delta \nabla^s u^\delta - \lambda^{\text{hom}} \text{tr}(\nabla^s u^{\text{hom}})I + 2\mu^{\text{hom}} \nabla^s u^{\text{hom}} & \text{in } L^2(\Omega, \mathbb{R}^{2\times2})
\end{cases}
\end{align*}
\]

for \( \delta \to 0 \). Moreover, we have

\[
\int_\Omega \lambda^{\text{hom}} \text{tr}(\nabla^s u^{\text{hom}}) \text{tr}(\nabla^s v) + 2\mu^{\text{hom}} \nabla^s u^{\text{hom}} : \nabla^s v \, dx = 0
\]

for all \( v \in W_0 \) and consequently

\[
\lim_{\delta \to 0} F[\lambda^\delta, \mu^\delta, l] = F[\lambda^{\text{hom}}, \mu^{\text{hom}}, l] =: F^{\text{hom}}.
\]

**Proof.** The result is proven in [2, theorem 10.11] for different boundary conditions. However, the proof in the case of our boundary conditions can be done analogously.

However, in general, it is difficult to compute \( \lambda^{\text{hom}}, \mu^{\text{hom}} \) and \( u^{\text{hom}} \), and to approximate \( u^{\text{hom}} \) by \( u^\delta \) with small \( \delta \) would be hard to handle numerically because of the very fast oscillating coefficients. Therefore, instead of solving the above analytical homogenization problem numerically, the basic idea of the embedded cell method is to replace the complex geometry of this problem by a so-called embedded cell, which is embedded into a dummy material, see figure 2.

The material parameter of this dummy material is determined with the help of an iteration scheme. In the following we discuss the scheme for two dimensional materials. For simplicity we restrict ourselves to the situation of a composite material with a constant shear modulus. Then, the scheme is given by algorithm 1.
Algorithm 1: embedded cell algorithm for two dimensional linear hyperelastic isotropic materials with constant shear modulus

**Data:** material parameters $\lambda_{\text{met}}, \lambda_{\text{cer}}$ and $\mu$, deformation length $l$

**Result:** dummy material parameter $\lambda_{\text{dummy}}$

Make initial guess for $\lambda_{\text{dummy}}(0)$;

for $n = 1, 2, \ldots$ do

Find equivalent material parameter $\lambda_{\text{equiv}}(n)$ for the material with dummy material parameter $\lambda_{\text{dummy}}(n - 1)$;

Set $\lambda_{\text{dummy}}(n) = \lambda_{\text{equiv}}(n)$;

end

In algorithm 1, the crucial step is to determine the equivalent first Lamé parameter $\lambda_{\text{equiv}}$, which is defined the following way.

**Definition 3.2 (equivalent material parameter).** Consider a linear hyperelastic isotropic material with constant shear modulus $\mu$ and first Lamé parameter $\lambda = \lambda(x)$ and let $F[\lambda, \mu, l]$ be the corresponding tensile force. Then, $\lambda_{\text{equiv}} \in \mathbb{R}^+$ is called equivalent first Lamé parameter if

$$F[\lambda_{\text{equiv}}, \mu, l] = F[\lambda, \mu, l].$$

The existence of such an equivalent first Lamé parameter for small perturbations, the formula

$$\lambda_{\text{equiv}} = \left( (F[\lambda, \mu, l] - 2\mu l) \frac{2l - F[\lambda, \mu, l]}{2\mu} \right)^{-1}$$

as well as the fact that $\lambda_{\text{equiv}}$ is independent of the choice of $l$ is proven in A.1.

Next, the geometry of the embedded cell should be specified. Therefore, let $\Omega_m, \Omega_c \subset \Omega$ be the areas of the metal and the ceramic, respectively, and $\Omega_c \cup \Omega_m = \Omega$. Then a decomposition of $\Omega$ is introduced by $\tilde{\Omega} = \tilde{\Omega}_m \cup \tilde{\Omega}_c \cup \tilde{\Omega}_{\text{dummy}}$ where $\tilde{\Omega}_m, \tilde{\Omega}_c, \tilde{\Omega}_{\text{dummy}}$ are pairwise disjoint subdomains of $\Omega$. According to [4], this decomposition is defined in the following way:

$$\tilde{\Omega}_c := \{ x \in \Omega : x \in B_{r_1}(\bar{x}) \},$$

$$\tilde{\Omega}_m := \{ x \in \Omega : x \in B_{r_2}(\bar{x}) \setminus B_{r_1}(\bar{x}) \},$$

$$\tilde{\Omega}_{\text{dummy}} := \Omega \setminus (\tilde{\Omega}_m \cup \tilde{\Omega}_c)$$

with $\bar{x} = (0.5, 0.5)^T$, $B_r(\bar{x}) := \{ x \in \mathbb{R}^2 \mid |x - \bar{x}| \leq r \}$ and $0 < r_1 \leq r_2 \leq 0.1$ chosen such that

$$\frac{|\Omega_c|}{|\Omega_m|} = \frac{\tilde{|\Omega}_c|}{|\tilde{\Omega}_m|},$$

where $|G|$ denotes the area of $G \subset \mathbb{R}^2$. With this specifications the embedded cell method can be formulated in all details. In the two dimensional case with constant shear modulus, the embedded cell method is given by algorithm 2.
**Algorithm 2**: embedded cell algorithm for two dimensional linear hyperelastic isotropic materials with constant shear modulus (detailed)

**Data**: material parameters $\lambda_{\text{met}}$, $\lambda_{\text{cer}}$ and $\mu$, deformation length $l$

**Result**: dummy material parameter $\lambda^{\text{dummy}}$, tensile force $F^{\text{ECM}}$

Make initial guess for $\lambda^{\text{dummy}}(0)$ by defining

$$\lambda^{\text{dummy}}(0) := |\Omega_c| \lambda_{\text{cer}} + |\Omega_m| \lambda_{\text{met}}; \quad (3.7)$$

**for** $n = 1, 2, \ldots$ **do**

Compute the displacement $u^{n-1} \in \mathcal{V}_i$ by solving

$$\int_{\Omega} \lambda^{n-1} \text{tr} (\nabla^s u^{n-1}) \text{tr} (\nabla^s v) + 2\mu \nabla^s u^{n-1} : \nabla^s v \, dx = 0 \quad (3.8)$$

for all $v \in \mathcal{V}_0$ with

$$\lambda^{n-1} = \chi_{\Omega_c} \lambda_{\text{cer}} + \chi_{\Omega_m} \lambda_{\text{met}} + \chi_{\Omega_{\text{dummy}}} \lambda^{\text{dummy}}(n-1); \quad (3.9)$$

Compute the tensile force $F^n := F[\lambda^{n-1}, \mu, l]$ from $u^{n-1}$;

Regain the equivalent material parameter from $F^n$ by using

$$\lambda^{\text{equiv}}(n) = \left( F^n - 2\mu l \right) \left( 2l - \frac{F^n}{2\mu} \right)^{-1}; \quad (3.10)$$

Set

$$\lambda^{\text{dummy}}(n) := \lambda^{\text{equiv}}(n); \quad (3.11)$$

**end**

Define

$$\lambda^{\text{dummy}} := \lim_{n \to \infty} \lambda^{\text{dummy}}(n); \quad (3.12)$$

$$F^{\text{ECM}} := \lim_{n \to \infty} F^n. \quad (3.13)$$

In numerical experiments, the limits $\lambda^{\text{dummy}}$ and $F^{\text{ECM}}$ have to be replaced by $\lambda^{\text{dummy}}(N)$ and $F^N$ for a sufficiently large $N$ which has to be determined by an appropriate stop criterion.

Now, let $\lambda^{\text{hom}}$, $u^{\text{hom}}$ as well as $F^{\text{hom}}$ be the result of the above analytical homogenization procedure. Then the question of the correctness of the embedded cell method means:

1. Do the limits (3.12) and (3.13) exist?

2. Do the identities

$$\lambda^{\text{dummy}} = \lambda^{\text{hom}} \quad \text{and} \quad F^{\text{ECM}} = F^{\text{hom}} \quad (3.14)$$

hold?
4 Justification of the embedded cell method in 2D

4.1 Approximate solutions of the model equations

Now, we address the question of the correctness of the embedded cell method in two dimensions for metal-ceramic composite materials with constant shear modulus and slightly varying first Lamé parameter with the help of perturbation theory. The first step of our approach is to construct approximate solutions to the two dimensional model equations (2.3) - (2.6) in the case of slightly varying \( \lambda \) and \( \mu \) and estimate the accuracy of these approximations.

We assume that \( \lambda \) and \( \mu \) are of the form

\[
\lambda(x) = \lambda^\varepsilon(x) = \lambda_0 + \varepsilon \lambda_{\text{pert}}(x), \\
\mu(x) = \mu^\varepsilon(x) = \mu_0 + \varepsilon \mu_{\text{pert}}(x),
\]

with constants \( \lambda_0, \mu_0 > 0 \), \( \lambda_{\text{pert}}, \mu_{\text{pert}} \in L^\infty(\Omega) \), and \( \varepsilon \in (0, \varepsilon_0) \), where \( \varepsilon_0 \) is so small that \( \lambda \) and \( \mu \) satisfy (2.8) and (2.9) uniformly with respect to \( \varepsilon \).

For the approximation, we make the ansatz

\[
u^\varepsilon_{\text{approx}} = u_0 + \varepsilon u_1.
\]

Inserting (4.1) - (4.3) into the weak formulation (2.7) of (2.3) - (2.6) and equating the coefficients in front of the \( \varepsilon^m \) with \( m \in \{0,1\} \) yields that \( u_0 \in \mathcal{W}_1 \) and \( u_1 \in \mathcal{W}_0 \) are given as the unique solutions to

\[
\int_{\Omega} \lambda_0 \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\mu_0 \nabla^s u_0 : \nabla^s v \, dx = 0
\]

for all \( v \in \mathcal{W}_0 \), and

\[
\int_{\Omega} \lambda_0 \text{tr}(\nabla^s u_1) \text{tr}(\nabla^s v) + 2\mu_0 \nabla^s u_1 : \nabla^s v \, dx = F_1(v)
\]

for all \( v \in \mathcal{W}_0 \), where

\[
F_1(v) = -\int_{\Omega} \lambda_{\text{pert}} \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\mu_{\text{pert}} \nabla^s u_0 : \nabla^s v \, dx.
\]

Notice that both weak solutions exist since the assumptions of theorem 2.2 are satisfied.

Because \( \lambda_0, \mu_0 \) are constant real numbers, the solution \( u_0 \) can be explicitly computed by inserting the ansatz

\[
u_0(x) = \begin{pmatrix} a_1 \\ 0 \\ a_2 \end{pmatrix} x + \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}
\]

into (4.4), using Green’s formula as well as the fundamental lemma of calculus of variations and taking into account that \( u_0 \in \mathcal{W}_1 \), which yields

\[
u_0(x) = \begin{pmatrix} -v_0 l \\ 0 \\ l \end{pmatrix} x + \begin{pmatrix} \frac{1}{2} v_0 l \\ 0 \\ 0 \end{pmatrix}, \quad v_0 = \frac{\lambda_0}{\lambda_0 + 2\mu_0},
\]

where \( v_0 \) is the so-called Poisson number.

Concerning the accuracy of the approximation \( u_{\text{approx}} \) we have the following theorem.
Theorem 4.1 (approximation result). Let $l \geq 0$ be given, $u^\varepsilon \in \mathcal{W}_l$ be the unique weak solution of (2.3) - (2.6), where $\lambda$ and $\mu$ satisfy (4.1) - (4.2), and $u^\varepsilon_{\text{approx}} \in \mathcal{W}_l$ be given by (4.3) - (4.5). Then, there exists a constant $C > 0$ independent of $\varepsilon > 0$ such that

$$\| u^\varepsilon - u^\varepsilon_{\text{approx}} \|_{L^2(\Omega)} \leq C \varepsilon^2. \quad (4.8)$$

Proof. By construction of $u^\varepsilon_{\text{approx}}$ we have $u^\varepsilon_{\text{approx}} \in \mathcal{W}_l$ and

$$\int_{\Omega} \lambda^\varepsilon \tr(\nabla^s u^\varepsilon_{\text{approx}}) \tr(\nabla^s v) + 2\mu^\varepsilon \nabla^s u^\varepsilon_{\text{approx}} : \nabla^s v \, dx = -\tilde{F}(v)$$

for all $v \in \mathcal{W}_0$, where

$$\tilde{F}(v) = -\varepsilon^2 \int_{\Omega} \lambda_{\text{pert}} \tr(\nabla^s u_1) \tr(\nabla^s v) + 2\mu_{\text{pert}} \nabla^s u_1 : \nabla^s v \, dx.$$ 

Therefore, $R := u^\varepsilon - u^\varepsilon_{\text{approx}} \in \mathcal{W}_0$ solves

$$\int_{\Omega} \lambda^\varepsilon \tr(\nabla^s R) \tr(\nabla^s v) + 2\mu^\varepsilon \nabla^s R : \nabla^s v \, dx = \tilde{F}(v)$$

for all $v \in \mathcal{W}_0$. Since all assumptions of the existence and uniqueness theorem 2.2 are satisfied, we obtain

$$\| R \|_{L^2(\Omega)} \leq C_1 \| \tilde{F} \|_{L^2(\mathcal{W}_0^\varepsilon)}$$

$$= C_1 \sup_{v \in \mathcal{W}_0^\varepsilon, \| v \|_{L^2(\Omega)}} \left| \varepsilon^2 \int_{\Omega} \lambda_{\text{pert}} \tr(\nabla^s u_1) \tr(\nabla^s v) + 2\mu_{\text{pert}} \nabla^s u_1 : \nabla^s v \, dx \right|$$

$$\leq \varepsilon^2 C_2 \| \lambda_{\text{pert}} \|_{L^\infty(\Omega)} + 2\| \mu_{\text{pert}} \|_{L^\infty(\Omega)} \| u_1 \|_{L^2(\Omega)} \| u^\varepsilon_{\text{approx}} \|_{L^2(\mathcal{W}_0^\varepsilon)} \quad (4.9)$$

for constants $C_1, C_2 > 0$. Moreover, because $u_1 \in \mathcal{W}_0$ solves (4.5), we can use again theorem 2.2 as well as (4.7) to get

$$\| u_1 \|_{L^2(\Omega)} \leq C_3 \| F_1 \|_{L^2(\mathcal{W}_0^\varepsilon)} \leq C_4 \quad (4.10)$$

for constants $C_3, C_4 > 0$.

Now, combining (4.9) and (4.10) yields (4.8).

Hence, the relative error of the $u^\varepsilon_{\text{approx}}$ is small such that it is reasonable to use the approximation $u^\varepsilon_{\text{approx}}$ instead of the exact solution $u^\varepsilon$.

4.2 Approximate solutions of the homogenization problem

Next, we construct approximate solutions to the homogenization problem (3.1) and estimate the accuracy of these approximations. The main advantage of our approximate solutions will be that they can be explicitly computed.

We consider the family of perturbed material parameters

$$\lambda^{\varepsilon, \delta}(x) = \lambda_0 + \varepsilon \lambda_{\text{pert}} \left( \frac{x}{\delta} \right) =: \lambda_0 + \varepsilon \lambda_{\text{pert}}^\delta(x), \quad (4.11)$$
\[
\mu^{\varepsilon, \delta}(x) = \mu_0 + \varepsilon \mu_{\text{pert}} \left( \frac{x}{\delta} \right) := \mu_0 + \varepsilon \mu_{\text{pert}}^\delta(x),
\]  
(4.12)

with \( \delta > 0 \), periodic functions \( \lambda_{\text{pert}}, \mu_{\text{pert}} \in L^\infty(\mathbb{R}^2) \) and \( \lambda_0, \mu_0 \) and \( \varepsilon \) as in (4.1)-(4.2). Then, according to theorem 4.1 the family of solutions \( (u^{\varepsilon, \delta})_{\delta > 0} \subset \mathcal{W}_l \) to

\[
\int \lambda^{\varepsilon, \delta} \text{tr}(\nabla^s v) \text{tr}(\nabla^s u^{\varepsilon, \delta}) + 2\mu^{\varepsilon, \delta} \nabla^s u^{\varepsilon, \delta} : \nabla^s v \; dx = 0
\]
(4.13)

for all \( v \in \mathcal{W}_0 \) is of the form

\[
u^{\varepsilon, \delta} = u_0 + \varepsilon u_1^\delta + \mathcal{O}(\varepsilon^2),
\]

(4.14)

where \( u_0 \) is given by (4.7) and \( u_1^\delta \in \mathcal{W}_0 \) solves

\[
\int \lambda_0 \text{tr}(\nabla^s u_1^\delta) \text{tr}(\nabla^s v) + 2\mu_0 \nabla^s u_1^\delta : \nabla^s v \; dx = -\int \lambda_{\text{pert}}^\delta \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\mu_{\text{pert}}^\delta \nabla^s u_0 : \nabla^s v \; dx
\]

for all \( v \in \mathcal{W}_0 \).

According to the homogenization theorem 3.1, there exists a unique \( u^{\varepsilon, \text{hom}} \in \mathcal{W}_l \) and unique constants \( \lambda^{\varepsilon, \text{hom}}, \mu^{\varepsilon, \text{hom}} \in \mathbb{R} \) such that

\[
\begin{cases}
\nu^{\varepsilon, \delta} \to u^{\varepsilon, \text{hom}} \\
\lambda^{\varepsilon, \delta} \text{tr}(\nabla^s u^{\varepsilon, \delta}) I + 2\mu^{\varepsilon, \delta} \nabla^s u^{\varepsilon, \delta} \to \lambda^{\varepsilon, \text{hom}} \text{tr}(\nabla^s u^{\varepsilon, \text{hom}}) I + 2\mu^{\varepsilon, \text{hom}} \nabla^s u^{\varepsilon, \text{hom}} \text{ in } \mathcal{W}_l \\
\lambda_{\text{pert}}^\delta \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\mu_{\text{pert}}^\delta \nabla^s u_0 : \nabla^s v \text{ in } L^2(\Omega, \mathbb{R}^{2\times 2})
\end{cases}
\]

(4.15)

for \( \delta \to 0 \) and

\[
\int \lambda^{\varepsilon, \text{hom}} \text{tr}(\nabla^s u^{\varepsilon, \text{hom}}) \text{tr}(\nabla^s v) + 2\mu^{\varepsilon, \text{hom}} \nabla^s u^{\varepsilon, \text{hom}} : \nabla^s v \; dx = 0
\]

(4.16)

for all \( v \in \mathcal{W}_0 \).

To construct an approximation for \( u^{\varepsilon, \text{hom}} \) we consider the family \( (u^{\varepsilon, \delta})_{\delta \to 0} \subset \mathcal{W}_l \) with \( u_{\text{approx}}^{\varepsilon, \delta} := u_0 + \varepsilon u_1^\delta \). By construction of \( \lambda^{\varepsilon, \delta} \) and \( \mu^{\varepsilon, \delta} \), estimate (2.12) implies that \( (u_{\text{approx}}^{\varepsilon, \delta})_{\delta \to 0} \) is uniformly bounded with respect to \( \delta \) in \( H^1(\Omega) \). Because \( H^1(\Omega) \) is a Hilbert space and \( \mathcal{W}_l \) is closed in \( H^1(\Omega) \), there exists a \( u_{\text{approx}}^{\varepsilon, \text{hom}} \in \mathcal{W}_l \) and a sequence \( (\delta_n)_{n \in \mathbb{N}} \) with \( \delta_n \to 0 \) for \( n \to \infty \) such that

\[
u_{\text{approx}}^{\varepsilon, \delta_n} \to u_{\text{approx}}^{\varepsilon, \text{hom}} = u_0 + \varepsilon u_1^{\text{hom}}
\]

(4.17)

in \( H^1(\Omega) \) for \( n \to \infty \).

It is possible to compute \( u_{\text{approx}}^{\varepsilon, \text{hom}} \) explicitly. The component \( u_0 \) is explicitly given by (4.7). To compute \( u_1^{\text{hom}} \), we use that the functions \( u_1^{\delta_n} \) from (4.17) solve

\[
B(u_1^{\delta_n}, v) = f(\lambda_{\text{pert}}^{\delta_n}, \mu_{\text{pert}}^{\delta_n}, v)
\]

(4.18)
for all $v \in W_0$, where

$$
B(u, v) = \int_{\Omega} \lambda_0 \text{tr}(\nabla^s u) \text{tr}(\nabla^s v) + 2\mu_0 \nabla^s u : \nabla^s v \, dx,
$$

$$
f(\lambda, \mu, v) = -\int_{\Omega} \lambda \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\mu \nabla^s u_0 : \nabla^s v \, dx.
$$

Since $\lambda_{\text{pert}}$ and $\mu_{\text{pert}}$ are assumed to be periodic it holds

$$
\lambda_{\text{pert}} \delta_n \rightarrow \bar{\lambda} := \frac{1}{|\Omega|} \int_{\Omega} \lambda_{\text{pert}} \, dx 
$$

(4.18)

$$
\mu_{\text{pert}} \delta_n \rightarrow \bar{\mu} := \frac{1}{|\Omega|} \int_{\Omega} \mu_{\text{pert}} \, dx 
$$

(4.19)

in $L^2(\Omega)$ for $\delta_n \rightarrow 0$. Because of (4.17), (4.18) and (4.19) we obtain

$$
B(u_{\text{hom}}^1, v) = f(\bar{\lambda}, \bar{\mu}, v)
$$

for all $v \in W_0$.

Hence, $u_{\text{hom}}^1 \in W_0$ is the (according to theorem 2.2 unique) solution to

$$
\int_{\Omega} \lambda_0 \text{tr}(\nabla^s u_{\text{hom}}^1) \text{tr}(\nabla^s v) + 2\mu_0 \nabla^s u_{\text{hom}}^1 : \nabla^s v \, dx
$$

$$
= -\int_{\Omega} \bar{\lambda} \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v) + 2\bar{\mu} \nabla^s u_0 : \nabla^s v \, dx
$$

(4.20)

for all $v \in W_0$.

Because $\bar{\lambda}, \bar{\mu}$ are constant real numbers, the solution $u_{\text{hom}}^1$ can be explicitly computed by inserting the ansatz

$$
u_{\text{hom}}^1(x) = \begin{pmatrix} a_1 & 0 \\ 0 & a_2 \end{pmatrix} x + \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}
$$

into (4.20), using Green's formula as well as the fundamental lemma of calculus of variations and taking into account that $u_{\text{hom}}^1 \in W_0$, which yields

$$
u_{\text{hom}}^1(x) = \frac{\bar{\lambda}(1 - \nu_0)}{2(\lambda_0 + 2\mu_0)} \begin{pmatrix} -2 & 0 \\ 0 & 0 \end{pmatrix} x + \begin{pmatrix} 1 \\ 0 \end{pmatrix}.
$$

(4.21)

To compute $u_{\text{hom}}^1$ we have used that $\delta_n \rightarrow 0$ but not the special values of the sequence $(\delta_n)_{n \in \mathbb{N}}$ such that we have $u_{\text{approx}}^\delta \rightarrow u_{\text{approx}}^{\text{hom}}$ for any sequence $(\delta_n)_{n \in \mathbb{N}}$ with $\delta_n \rightarrow 0$.

Now, an interesting question is if an analogous result to theorem 4.1 can be proven for $u_{\text{approx}}^{\text{hom}}$. In fact, such a result holds as the following theorem shows.

**Theorem 4.2 (approximation result).** Let $u^{\epsilon, \text{hom}}$ and $u^{\epsilon, \text{approx}}$ be given as the weak limits of $(u^{\epsilon, \delta})$ and $(u^{\epsilon, \text{approx}})$, respectively, for $\delta \rightarrow 0$. Then there exists a $C > 0$ independently of $\epsilon$ and $\delta$ such that

$$
\left\| u^{\epsilon, \text{hom}} - u^{\epsilon, \text{approx}} \right\|_{H^1(\Omega)} \leq C \epsilon^2
$$

15
Proof. Due to theorem 4.1 there exists a constant $C > 0$ independent of $\delta$ such that
\[
\left\| u^{\varepsilon, \delta} - u^{\varepsilon, \delta}_{\text{approx}} \right\|_{H^1(\Omega)} \leq C \varepsilon^2
\]
since the constant $C$ from theorem 4.1 can be bounded independently of $\delta$. Because the $H^1$-norm is lower semi-continuous with respect to weakly convergent sequences, the assertion of the theorem follows.

From now on, a few simplifications are made, which we have also used in the analysis of the embedded cell method in section 3.

• The material is supposed to have constant shear modulus $\mu = \mu_0$.

• We consider a metal-ceramic composite material with first Lamé parameter
\[
\lambda^\varepsilon(x) = \lambda_{\text{met}} + \varepsilon D_c \chi_{\Omega_c}(x)
\] (4.22)
where the constants $\lambda_{\text{met}} = \lambda_0$ and $\lambda_{\text{cer}} > 0$ are the first Lamé parameters of the metal and ceramics, respectively, $\Omega_c$ is the area occupied by the ceramic particles, and $\varepsilon D_c := \lambda_{\text{cer}} - \lambda_{\text{met}}$.

• The sequence $\lambda^{\delta}_{\text{pert}}$ is defined by periodic continuation of $D_c \chi_{\Omega_c}$.

Our next goal is to approximate the effective material parameter $\lambda^{\varepsilon, \text{hom}}$ up to an error of order $\varepsilon^2$. We obtain the following approximation result.

**Theorem 4.3** (approximation of the effective material parameter). Let $l \geq 0$ and $(\lambda^{\varepsilon, \delta})_{\delta > 0} \subset L^\infty(\Omega)$ be a family of material parameters defined as above. Then there exists an $\varepsilon_0 > 0$ such that the effective material parameter defined according to theorem 3.1 is given by
\[
\lambda^{\varepsilon, \text{hom}} = \lambda_{\text{met}} + \varepsilon |\Omega_c| D_c + O(\varepsilon^2)
\] (4.23)
for all $\varepsilon \in (0, \varepsilon_0)$.

Proof. The strategy to obtain an approximation of the effective material parameter is to use the corresponding tensile force $F$. Using theorem 2.4 and (4.14) we obtain
\[
F[\lambda^{\varepsilon, \delta}, \mu, l] = \int_{\Omega} \lambda^{\varepsilon, \delta} \text{tr}(\nabla^s u^{\varepsilon, \delta}) + 2\mu \partial_2(u^{\varepsilon, \delta})_2 \, dx
\]
\[
= \int_{\Omega} \lambda_{\text{met}} \text{tr}(\nabla^s u_0) + 2\mu \partial_2(u_0)_2 \, dx
\]
\[
+ \varepsilon \left[ \int_{\Omega} \lambda^{\delta}_{\text{pert}} \text{tr}(\nabla^s u_0) + \lambda_{\text{met}} \text{tr}(\nabla^s u^\delta_1) + 2\mu \partial_2(u^\delta_1)_2 \, dx \right] + O(\varepsilon^2)
\]
\[
=: F_0 + \varepsilon F_1^{\delta} + O(\varepsilon^2).
\]

Because of (4.7), (4.17), (4.18), where in the present situation we have $\bar{\lambda} = |\Omega_c| D_c$, and (4.21) we get
\[
F_0 = ((1 - \nu_0) \lambda_{\text{met}} + 2\mu) l
\]
and
\[
\lim_{\delta \to 0} F_1^\delta = \int_{\Omega} \lambda \text{tr}(\nabla^s u_0) + \lambda_{\text{met}} \text{tr}(\nabla^s u_0^{\text{hom}}) + 2\mu \partial_2 (u_0^{\text{hom}}) + \Omega_c (1 - \nu_0)^2 l.
\]

Hence, due to (4.15), this implies
\[
F(\lambda^{\varepsilon, \text{hom}}, \mu, l) = ((1 - \nu_0)\lambda_{\text{met}} + 2\mu) l + \varepsilon |\Omega_c| D_c (1 - \nu_0)^2 l + \mathcal{O}(\varepsilon^2). \quad (4.24)
\]

On the other hand, by using (4.16) we obtain
\[
F(\lambda^{\varepsilon, \text{hom}}, \mu, l) = \int_{\Omega} \lambda^{\varepsilon, \text{hom}} \text{tr}(\nabla^s u^{\varepsilon, \text{hom}}) + 2\mu \partial_2 (u^{\varepsilon, \text{hom}}) + (1 - \nu_0) l \lambda^{\varepsilon, \text{hom}} + \varepsilon \frac{|\Omega_c| D_c (1 - \nu_0) v_0 l}{\lambda_{\text{met}}} \lambda^{\varepsilon, \text{hom}} + \mathcal{O}(\varepsilon^2). \quad (4.25)
\]

Now, combining (4.24) and (4.25) yields
\[
\lambda^{\varepsilon, \text{hom}} = \lambda_{\text{met}} + \varepsilon |\Omega_c| D_c + \mathcal{O}(\varepsilon^2)
\]
if \(\varepsilon_0\) is chosen sufficiently small.

4.3 Correctness of the embedded cell method in 2D

In this subsection, we prove a correctness result for the embedded cell method in two dimensions applied to metal-ceramic composite materials with constant shear modulus \(\mu = \mu_0\) and slightly varying first Lamé parameter \(\lambda\). More precisely, we assume as in the previous subsection that for \(0 < \varepsilon < \varepsilon_0\) with sufficiently small \(\varepsilon_0\) the material parameter \(\lambda\) in the metal phase \(\Omega_m\) is given by \(\lambda_{\text{met}} = \lambda_0\) and in the ceramic phase \(\Omega_c\) by \(\lambda^{\varepsilon, \text{cer}} = \lambda_{\text{met}} + \varepsilon D_c\) with some \(D_c \geq 0\). We show that under these assumptions the iteration sequence \((\lambda^{\varepsilon, \text{dummy}}(n))_{n \in \mathbb{N}}\) defined by algorithm 2 is monotone, bounded and hence convergent and the limit \(\lambda^{\varepsilon, \text{dummy}}\) satisfies
\[
\lambda^{\varepsilon, \text{dummy}} = \lambda_{\text{met}} + \varepsilon |\Omega_c| D_c + \mathcal{O}(\varepsilon^2) \quad (4.26)
\]
for all \(\varepsilon \in (0, \varepsilon_0)\) such that
\[
\lambda^{\varepsilon, \text{hom}} - \lambda^{\varepsilon, \text{dummy}} = \mathcal{O}(\varepsilon^2) \quad (4.27)
\]
and consequently
\[
F(\lambda^{\varepsilon, \text{hom}}, \mu, l) - F(\lambda^{\varepsilon, \text{dummy}}, \mu, l) = \mathcal{O}(\varepsilon^2) \quad (4.28)
\]
for all \(\varepsilon \in (0, \varepsilon_0)\).

The proof relies on the monotony of the tensile force with respect to the first Lamé parameter \(\lambda\), see the subsequent lemma 4.4, and a representation formula for \(\lambda^{\varepsilon, \text{dummy}}(n)\), see the subsequent lemma 4.6.
Lemma 4.4 (monotony of the tensile force). Let $\lambda^j \in L^\infty(\Omega)$, $j = 1, 2$, be some functions for the first Lamé parameter such that there exists an $n \in \mathbb{N}$ such that

$$\lambda^j = \sum_{k=0}^{n} \varepsilon^k \lambda^j_k + O(\varepsilon^{n+1})$$

with $\lambda_0^1 = \lambda_0^2 \equiv \lambda_0 \in \mathbb{R}$,

$$\lambda^2 - \lambda^1 = \varepsilon^n (\lambda^2_n - \lambda^1_n) + O(\varepsilon^{n+1}),$$

and

$$\int_{\Omega} \lambda^2_n - \lambda^1_n \, dx > 0.$$ 

Then there exists an $\varepsilon_0 > 0$ such that

$$F[\lambda^1, \mu, l] < F[\lambda^2, \mu, l]$$

for all $l > 0$ and all $\varepsilon \in (0, \varepsilon_0)$.

Proof. According to the generalized approximation theorem A.3 the solutions $u^j \in \mathcal{W}_l$, $j = 1, 2$, of (2.7) with the first Lamé parameter $\lambda^j$ are given by

$$u^j = \sum_{k=0}^{n} \varepsilon^k u^j_k + O(\varepsilon^{n+1})$$

with

$$\int_{ \Omega} \lambda^j_0 \text{tr}(\nabla^s u^j_k) \text{tr}(\nabla^s v) + 2\mu \nabla^s u^j_k : \nabla^s v \, dx = - \sum_{i=0}^{k-1} \int_{ \Omega} \lambda^j_{k-i} \text{tr}(\nabla^s u^j_i) \text{tr}(\nabla^s v) \, dx$$

for all $v \in \mathcal{W}_0$ and $k = 0, \ldots, n$. Because of $\lambda^1_k = \lambda^2_k$ for all $k = 0, \ldots, n - 1$ we obtain inductively that $u^1_k = u^2_k$ for all $k = 0, \ldots, n - 1$ since the right-hand-side of (4.29) is independent of $j$.

Therefore, the corresponding tensile forces have the representation

$$F^j = F[\lambda^j, \mu, l] = \sum_{k=0}^{n} \varepsilon^k F^j_k + O(\varepsilon^{n+1}) + 2\mu l$$

with

$$F^j_k = \sum_{i=0}^{k} \int_{ \Omega} \lambda^j_{k-i} \text{tr}(\nabla^s u^j_i) \, dx,$$

which follows from a direct calculation. Since $\lambda^j_k, u^j_k$ is not depending on $j$ for $k = 0, \ldots, n - 1$, this yields

$$F^2 - F^1 = \varepsilon^n (F^2_n - F^1_n) + O(\varepsilon^{n+1})$$
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\[ \varepsilon^n \left( \int_{\Omega} \lambda_0 \text{tr}(\nabla^s(u_n^2 - u_{1n}^1))dx + \int_{\Omega} (\lambda_n^2 - \lambda_n^1) \text{tr}(\nabla^s u_0)dx \right) + \mathcal{O}(\varepsilon^{n+1}) \]

\[ = \varepsilon^n \left( \int_{\Omega} \lambda_0 \text{tr}(\nabla^s(u_n^2 - u_{1n}^1))dx + (1 - \nu_0) l \int_{\Omega} (\lambda_n^2 - \lambda_n^1)dx \right) + \mathcal{O}(\varepsilon^{n+1}). \quad (4.30) \]

Moreover, \( w := u_n^2 - u_{1n}^1 \in \mathcal{W}_0 \) satisfies

\[ \int_{\Omega} \lambda_0 \text{tr}(\nabla^s w) \text{tr}(\nabla^s v) + 2\mu \nabla^s w : \nabla^s v dx = - \int_{\Omega} (\lambda_n^2 - \lambda_n^1) \text{tr}(\nabla^s u_0) \text{tr}(\nabla^s v)dx \]

for all \( v \in \mathcal{W}_0 \). Hence, choosing \( v = (x_1, 0)^T \in \mathcal{W}_0 \) and using the subsequent lemma 4.5 we get

\[ (\lambda_0 + 2\mu) \int_{\Omega} \text{tr}(\nabla^s w)dx = -(1 - \nu_0) l \int_{\Omega} \lambda_n^2 - \lambda_n^1 dx. \]

Furthermore, inserting this into (4.30) yields

\[ F^2 - F^1 = \varepsilon^n \left( (1 - \nu_0) l \int_{\Omega} \lambda_n^2 - \lambda_n^1 dx - \frac{\lambda_0}{\lambda_0 + 2\mu} (1 - \nu_0) l \int_{\Omega} \lambda_n^2 - \lambda_n^1 dx \right) + \mathcal{O}(\varepsilon^{n+1}) \]

\[ = \varepsilon^n (1 - \nu_0)^2 l \int_{\Omega} \lambda_n^2 - \lambda_n^1 dx + \mathcal{O}(\varepsilon^{n+1}). \]

Therefore, since

\[ \int_{\Omega} \lambda_n^2 - \lambda_n^1 dx > 0 \]

and \( l > 0 \) according to the assertion, there exists an \( \varepsilon_0 > 0 \) such that \( F^2 - F^1 > 0 \) for all \( \varepsilon \in (0, \varepsilon_0) \).

It remains to prove the lemma mentioned in the previous proof.

**Lemma 4.5.** Let \( u \in \mathcal{W}_0 \) be arbitrarily chosen. Then it holds that

\[ \int_{\Omega} \partial_2 u_2 dx = 0 \quad (4.31) \]

**Proof.** First, note that \( f : H^1(\Omega, \mathbb{R}) \rightarrow \mathbb{R} \) defined by

\[ f[u] := \int_{\Omega} \partial_2 u dx \]

is bounded in \( H^1(\Omega) \). Hence, to prove the assertion it is sufficient to prove that \( f \equiv 0 \) on the dense subset \( C^\infty_\Gamma(\bar{\Omega}) \) of \( H^1_{\Gamma_1}(\Omega) \) since \( H^1_{\Gamma_1}(\Omega) \) is closed in \( H^1(\Omega) \). Now, for arbitrary \( u \in C^\infty_\Gamma(\bar{\Omega}) \) we have

\[ f[u] = \int_{\Omega} \partial_2 u dx = \int_0^1 \int_0^1 \partial_2 u dx_2 dx_1 = \int_0^1 u(x_1, 1) - u(x_1, 0) dx_1 = 0, \]

which proves the assertion of the lemma because \( u \in \mathcal{W}_0 \) implies \( u_2 \in H^1_{\Gamma_1}(\Omega) \).  \( \square \)
Lemma 4.6. Suppose that $\lambda^{\epsilon, \text{dummy}}(1) \neq \lambda^{\epsilon, \text{dummy}}(0)$. Then there exist $\epsilon_0 > 0$ and $m \in \mathbb{N}$, $m \geq 2$, such that

$$\lambda^{\epsilon, \text{dummy}}(n) = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c + \epsilon^m \lambda_{m,n} + \epsilon^{m+1} R_{\epsilon,n}$$

(4.32)

for all $\epsilon \in (0, \epsilon_0)$, where

$$\lambda_{m,n+1} \neq \lambda_{m,n}$$

(4.33)

for all $n \in \mathbb{N}$ and $\lambda_{m,n}, R_{\epsilon,n} = O(1)$ uniformly for all $n \in \mathbb{N}$ and all $\epsilon \in (0, \epsilon_0)$.

Proof. The proof consists of two steps. The first step is to show by complete induction using the iteration procedure from algorithm 2 that $\lambda^{\epsilon, \text{dummy}}(n)$ possesses a representation of the form (4.32) which satisfies (4.33), and the second one is to prove that $\lambda_{m,n}, R_{\epsilon,n} = O(1)$ uniformly for all $n \in \mathbb{N}$ and all $\epsilon \in (0, \epsilon_0)$. We split the first step into the formulation and the proof of the subsequent lemmas 4.7-4.9.

Lemma 4.7. For all $n \in \mathbb{N}$ there exists an $\epsilon_0 > 0$ such that

$$\lambda^{\epsilon, \text{dummy}}(n) = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c + \mathcal{O}(\epsilon^2)$$

(4.34)

for all $\epsilon \in (0, \epsilon_0)$.

Proof. The assertion is proven inductively. For $n = 0$ we use (3.7) to obtain

$$\lambda^{\epsilon, \text{dummy}}(0) = |\Omega_c|\lambda^{\epsilon}_{\text{cer}} + |\Omega_m|\lambda_{\text{met}} = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c,$$

such that (4.34) is satisfied for $n = 0$.

Now, let (4.34) be valid for some $n \in \mathbb{N}$. Let $u^n \in \mathcal{W}_l$ be the solution of (3.8) with the first Lamé parameter $\lambda^n_\epsilon$ given by

$$\lambda^n_\epsilon = \chi_{\tilde{\Omega}_c} \lambda^{\epsilon}_{\text{cer}} + \chi_{\tilde{\Omega}_m} \lambda_{\text{met}} + \chi_{\tilde{\Omega}_{\text{dummy}}} \lambda^{\epsilon, \text{dummy}}(n) =: \lambda_{\text{met}} + \epsilon \lambda_{n, \text{pert}}.$$

Then, according to theorem 4.1, the solution $u^n$ can be approximated by

$$u^n = u_0 + \epsilon u^n_1 + \mathcal{O}(\epsilon^2)$$

with $u_0 \in \mathcal{W}_l$ given by (4.7) and $u^n_1 \in \mathcal{W}_0$ given by the solution of (4.5). Hence, as in the preceding subsection, an approximation for the corresponding tensile force is obtained by

$$F[\lambda^n_\epsilon, \mu, l] = \int_{\Omega} \lambda^n_\epsilon \text{tr}(\nabla^s u^n) + 2\mu \partial_2 (u^n)_2 dx$$

$$= \int_{\Omega} \lambda_{\text{met}} \text{tr}(\nabla^s u_0) + 2\mu \partial_2 (u_0)_2 dx$$

$$+ \epsilon \left[ \int_{\Omega} \lambda_{n, \text{pert}} \text{tr}(\nabla^s u_0) + \lambda_{\text{met}} \text{tr}(\nabla^s u^n_1) + 2\mu \partial_2 (u^n_1)_2 dx \right] + \mathcal{O}(\epsilon^2)$$

$$=: F_0 + \epsilon F^n_1 + \mathcal{O}(\epsilon^2).$$
We have

$$F_0 = ((1 - \nu_0)\lambda_0 + 2\mu)l. \quad (4.35)$$

In order to compute $F_1^n$, we insert $v = (x_1, 0)^T \in W_0$ into (4.5) and use lemma 4.5 and $\mu_{\text{pert}} = 0$ to get

$$\int_{\Omega} \lambda_{\text{met}} \text{tr}(\nabla^s u_1^n) + 2\mu \partial_1 (u_1^n)_1 dx = - \int_{\Omega} \lambda_{n, \text{pert}} \text{tr}(\nabla^s u_0) dx,$$

which yields

$$\int_{\Omega} \partial_1 (u_1^n)_1 dx = \frac{(1 - \nu_0)l}{\lambda_{\text{met}} + 2\mu} \int_{\Omega} \lambda_{n, \text{pert}} dx.$$ 

Therefore, we obtain

$$F_1^n = (1 - \nu_0)^2 l \int_{\Omega} \lambda_{n, \text{pert}} dx$$

$$= (1 - \nu_0)^2 l D_c (|\bar{\Omega}_c| + |\bar{\Omega}_{\text{dummy}}||\Omega_c| + O(\varepsilon))$$

$$= (1 - \nu_0)^2 l D_c |\Omega_c| + O(\varepsilon), \quad (4.36)$$

where we used the induction hypothesis and (3.6).

With the help of the above expansion for $F[\lambda^n, \mu, l]$ we obtain

$$\lambda^{\varepsilon, \text{dummy}}(n + 1) = (F_0 + \varepsilon F_1^n - 2\mu l) \left(2l - \frac{F_0}{2\mu}\right)^{-1} + O(\varepsilon^2)$$

$$= (F_0 - 2\mu l) \left(2l - \frac{F_0}{2\mu}\right)^{-1} + \varepsilon F_1^n l \left(2l - \frac{F_0}{2\mu}\right)^{-2} \left(1 - \varepsilon \left(2l - \frac{F_0}{2\mu}\right)^{-1} F_1^n \right)^{-1}$$

$$+ O(\varepsilon^2)$$

$$= \lambda_0 + \varepsilon F_1^n l \left(2l - \frac{F_0}{2\mu}\right)^{-2} \sum_{k=0}^{\infty} \left(\varepsilon \left(2l - \frac{F_0}{2\mu}\right)^{-1} F_1^n \right)^k + O(\varepsilon^2) \quad (4.37)$$

if $\varepsilon_0$ is chosen so small that

$$\left|\varepsilon \left(2l - \frac{F_0}{2\mu}\right)^{-1} \frac{F_1^n}{2\mu}\right| < 1.$$

This implies

$$\lambda^{\varepsilon, \text{dummy}}(n + 1) = \lambda_0 + \varepsilon F_1^n l \left(2l - \frac{F_0}{2\mu}\right)^{-2} + O(\varepsilon^2). \quad (4.38)$$

Now, using (4.35) and (4.36) we get

$$\lambda^{\varepsilon, \text{dummy}}(n + 1) = \lambda_{\text{met}} + \varepsilon D_c |\Omega_c| + O(\varepsilon^2), \quad (4.39)$$

which yields the assertion of the lemma by induction.
Lemma 4.8. Suppose that $\lambda^{\epsilon,dummy}(1) \neq \lambda^{\epsilon,dummy}(0)$. Then there exist $m \in \mathbb{N}$, $m \geq 2$, and $\epsilon_0 > 0$ such that

$$\lambda^{\epsilon,dummy}(1) = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c + \epsilon^m \lambda_m^1 + O(\epsilon^{m+1})$$

$\lambda_m^1 \neq 0$ for all $\epsilon \in (0, \epsilon_0)$, where $\lambda_m^1 \neq 0$.

Proof. According to algorithm 2, the initial value of the embedded cell algorithm is given by $\lambda^{\epsilon,dummy}(0) = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c$. Then, according to theorem A.4 the solution $u$ of (3.8) with the first Lamé parameter

$$\lambda = \lambda_{\text{met}} + \chi_{\Omega_c} \epsilon D_c + \chi_{\Omega_{\text{dummy}}} \epsilon|\Omega_c|D_c = \lambda_{\text{met}} + \epsilon \lambda_{\text{pert}}$$

is given by

$$u = \sum_{k=0}^{\infty} \epsilon^k u_k,$$

which is absolutely convergent for $\epsilon < \epsilon_0 \ll 1$ in $H^1(\Omega)$ and the $u_k$ satisfy the bound

$$\|u_k\|_{H^1(\Omega)} = C^k \|\lambda_{\text{pert}}\|_{L^\infty(\Omega)} \|u_0\|_{H^1(\Omega)}, \quad C > 0.$$

Hence, the tensile force has the representation

$$F = \sum_{k=0}^{\infty} \epsilon^k F_k, \quad F_k = \int_{\Omega} \lambda_{\text{pert}} \text{tr}(\nabla^\epsilon u_{k-1}) + \lambda_{\text{met}} \text{tr}(\nabla^\epsilon u_k) dx.$$ 

This yields

$$|F_k| \leq \|\text{supp}(\lambda_{\text{pert}})\| \|\lambda_{\text{pert}}\|_{L^\infty(\Omega)} \|u_{k-1}\|_{H^1(\Omega)} + \lambda_0 \|u_k\|_{H^1(\Omega)}$$

$$\leq \|\lambda_{\text{pert}}\|_{L^\infty(\Omega)} (|\text{supp}(\lambda_{\text{pert}})| + C\lambda_0) \|u_{k-1}\|_{H^1(\Omega)}$$

and hence, we have

$$\sum_{k=0}^{\infty} \epsilon^k |F_k| \leq |F_0| + \|\lambda_{\text{pert}}\|_{L^\infty(\Omega)} (|\text{supp}(\lambda_{\text{pert}})| + C\lambda_0) \sum_{k=0}^{\infty} \epsilon^{k+1} \|u_k\|_{H^1(\Omega)}.$$

Therefore, the series is absolutely convergent for $\epsilon \in (0, \epsilon_0)$.

Now, proceeding analogously as in the derivation of (4.37), we obtain

$$\lambda^{\epsilon,dummy}(1) = \lambda_{\text{met}} + \epsilon|\Omega_c|D_c + \lambda_R$$

with

$$\lambda_R = \epsilon F_1 l \sum_{k=1}^{\infty} \left( \frac{\epsilon}{2\mu C_0} \right)^k + F_R l \left( \tilde{C}^2 - \tilde{C} \frac{F_R}{2\mu} \right)^{-1},$$

$$F_R = \sum_{k=2}^{\infty} \epsilon^k F_k, \quad \tilde{C} = 2l - \frac{F_0 + \epsilon F_1}{2\mu},$$
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This yields

\[ \lambda_R = \varepsilon F_1 \sum_{k=1}^{\infty} \left( \frac{F_1}{2\mu C_0} \right)^k + F_R l \left( C_0^{-1} \sum_{k=0}^{\infty} \left( \frac{F_1}{2\mu C_0} \right)^k \right)^2 \sum_{k=0}^{\infty} \left( \frac{1}{2\mu} \sum_{k=2}^{\infty} \varepsilon^k F_k \right) C_0^{-1} \left( \sum_{k=0}^{\infty} \left( \frac{F_1}{2\mu C_0} \right)^k \right)^k. \]

Note, that this expression contains only finitely many different series and hence, there exists an \( \varepsilon_0 > 0 \) such that all the occurring series converge absolutely for \( \varepsilon \in (0, \varepsilon_0) \). Therefore, by interchanging and multiplying the terms of the sums, the expression can be rewritten as

\[ \lambda_R = \sum_{k=2}^{\infty} \varepsilon^k \lambda_k^1, \]

which converges absolutely. Hence, we have

\[ \lambda_{\varepsilon,dummy}(1) = \lambda_{\text{met}} + \varepsilon |\Omega_c| D_c + \sum_{k=2}^{\infty} \varepsilon^k \lambda_k^1 \]

for all \( \varepsilon \in (0, \varepsilon_0) \). Because of \( \lambda_{\varepsilon,dummy}(1) \neq \lambda_{\varepsilon,dummy}(0) \) there exists a \( m \in \mathbb{N} \), \( m \geq 2 \) such that \( \lambda_m^1 \neq 0 \). Hence, by choosing the smallest of these \( m \), the assertion of the lemma follows.

**Lemma 4.9.** Suppose that there exist \( n \in \mathbb{N} \), \( m \in \mathbb{N} \), \( m \geq 2 \), and \( \varepsilon_0 > 0 \) such that

\[ \lambda_{\varepsilon,dummy}(j) = \sum_{k=0}^{m-1} \varepsilon^k \lambda_k^1 + \varepsilon^m \lambda_m^j + O(\varepsilon^{m+1}) \]

for \( j = n, n+1 \) and

\[ \lambda_{\varepsilon,dummy}(n+1) - \lambda_{\varepsilon,dummy}(n) = \varepsilon^m (\lambda_m^{n+1} - \lambda_m^n) + O(\varepsilon^{m+1}), \quad \lambda_m^{n+1} - \lambda_m^n \neq 0 \] (4.40)

for all \( \varepsilon \in (0, \varepsilon_0) \). Then, for all \( \bar{n} \geq n \) there exists an \( \bar{\varepsilon}_0 > 0 \) such that

\[ \lambda_{\varepsilon,dummy}^{\text{dummy}}(\bar{n}) = \sum_{k=0}^{m-1} \varepsilon^k \lambda_k^1 + \varepsilon^m \lambda_m^{\bar{n}} + O(\varepsilon^{m+1}) \] (4.41)

and

\[ \lambda_{\varepsilon,dummy}(\bar{n}+1) - \lambda_{\varepsilon,dummy}(\bar{n}) = \varepsilon^m (\lambda_m^{\bar{n}+1} - \lambda_m^{\bar{n}}) + O(\varepsilon^{m+1}), \quad \lambda_m^{\bar{n}+1} - \lambda_m^{\bar{n}} \neq 0 \]

for all \( \varepsilon \in (0, \bar{\varepsilon}_0) \). Furthermore, if there exists a \( C > 0 \) such that \( |\lambda_m^{\bar{n}}| \leq C \) for all \( \bar{n} \), then \( \bar{\varepsilon}_0 \) can be chosen independently of \( \bar{n} \).
Proof. Let be \( j = n, n + 1 \). Then, analogously to the proof of lemma 4.4, we obtain that the solution of (3.8) with the first Lamé parameter

\[
\lambda^j = \chi_{\tilde{\Omega}_m} \lambda_{\text{met}} + \chi_{\tilde{\Omega}_c} \lambda^c + \chi_{\tilde{\Omega}_{\text{dummy}}} \lambda^{\epsilon,\text{dummy}}(j)
\]

is given by

\[
u^j = \sum_{k=0}^{m-1} \epsilon^k u^j_k + \epsilon^m u^j_m + O(\epsilon^{m+1})
\]

and hence, the tensile force is given by

\[
F^j = F[\lambda^j, \mu, l] = \sum_{k=0}^{m-1} \epsilon^k F^j_k + \epsilon^m F^j_m + O(\epsilon^{m+1}).
\]

Then, proceeding analogously as in the derivation of (4.37), we obtain that there exists an \( \tilde{\epsilon}_0 > 0 \) (which can be chosen independently of \( j \) if \( F^j_m < \tilde{C} \) for all \( j \) and hence, if \( \lambda^j_m < C \) such that for all \( \epsilon \in (0, \tilde{\epsilon}_0) \) it holds

\[
\lambda^{\epsilon,\text{dummy}}(j+1) = \tilde{\lambda} + \epsilon^m F^j_m l \left(2l - \frac{F}{2\mu}\right)^{-2} \sum_{k=0}^{\infty} \left(\frac{\epsilon F^j_m}{2\mu} \left(2l - \frac{F}{2\mu}\right)^{-1}\right)^k + O(\epsilon^{m+1})
\]

\[
= \tilde{\lambda} + \epsilon^m F^j_m l \left(2l - \frac{F_0}{2\mu}\right)^{-2} + O(\epsilon^{m+1}),
\]

where \( \tilde{\lambda} \) is determined by

\[
F[\tilde{\lambda}, \mu, l] = \tilde{F}
\]

and has an expansion of the form

\[
\tilde{\lambda} = \sum_{k=0}^{\infty} \epsilon^k \tilde{\lambda}_k
\]

with \( \tilde{\lambda}_k \in \mathbb{R} \). In particular, \( \tilde{\lambda} \) is independent of \( j \). By choosing \( j = n \) we obtain, due to (4.40), that

\[
\tilde{\lambda} = \sum_{k=0}^{m-1} \epsilon^k \lambda_k + \epsilon^m \tilde{\lambda}_m + O(\epsilon^{m+1}).
\]

Therefore, by choosing \( j = n + 1 \) we get that also \( \lambda^{\epsilon,\text{dummy}}(n+2) \) has an expansion of the form (4.41) and because of lemma 4.4 we have the implication

\[
\lambda^m_{n+1} \neq \lambda^m_n \Rightarrow F^m_{n+1} \neq F^m_n \Rightarrow F^m_{n+1} l \left(2l - \frac{F_0}{2\mu}\right)^{-2} \neq F^m_n l \left(2l - \frac{F_0}{2\mu}\right)^{-2} \Rightarrow \lambda^m_{n+2} \neq \lambda^m_{n+1},
\]

which yields the statement of the lemma by induction. \( \Box \)
Since the assertions of the lemmas 4.7-4.9 directly imply that \( \lambda^{\epsilon,\text{dummy}}(n) \) possesses a representation of the form (4.32) which satisfies (4.33), the first step of the proof of 4.6 is completed.

Now, we perform the second step of the proof. We prove by complete induction using the iteration procedure from algorithm 2 that \( \lambda_{R}^{n} := \lambda_{m,n} + \epsilon R_{\epsilon,n} \) can be bounded independently of \( n \) and \( \epsilon \) if \( \epsilon < \epsilon_{0} \) for some \( \epsilon_{0} \) independent of \( n \). Therefore, we consider for an arbitrary \( n \in \mathbb{N} \):

\[
\lambda^{\epsilon,\text{dummy}}(n) = \lambda_{\text{met}} + \epsilon |\Omega| D_{c} + \epsilon^{m} \lambda_{R}^{n}.
\]

Then, using the ansatz

\[
u = \sum_{k=0}^{m-1} \epsilon^{k} u_{k}^{n} + \epsilon^{m} u_{R}^{n}
\]

for the solution of the tensile test with first Lamé parameter

\[
\lambda^{\epsilon,n} := \lambda_{\text{met}} + \epsilon \chi_{\Omega} + \chi_{\text{dummy}} |\Omega| D_{c} + \epsilon^{m} \lambda_{\text{dummy}}^{n} \lambda_{R}^{n} =: \lambda_{\text{met}} + \epsilon \lambda_{\text{pert}} + \epsilon^{m} \lambda_{R}^{n}
\]

yields

\[
\int_{\Omega} \left[ \lambda_{\text{met}} \text{tr}(\nabla^{s} u_{k}^{n}) I + 2 \mu \nabla^{s} u_{k}^{n} \right] : \nabla^{s} v = 0
\]

\[
\int_{\Omega} \left[ \lambda_{\text{met}} \text{tr}(\nabla^{s} u_{k}^{n}) I + 2 \mu \nabla^{s} u_{k}^{n} \right] : \nabla^{s} v = - \int \lambda_{\text{pert}} \text{tr}(\nabla^{s} u_{k-1}^{n}) \text{tr}(\nabla^{s} v) dx, \quad k = 1, \ldots, m - 1
\]

\[
\int_{\Omega} \left[ \lambda^{\epsilon,n} \text{tr}(\nabla^{s} u_{R}^{n}) I + 2 \mu \nabla^{s} u_{R}^{n} \right] : \nabla^{s} v = - \int \left[ \lambda_{R}^{n} \sum_{k=0}^{m-1} \epsilon^{k} \text{tr}(\nabla^{s} u_{k}^{n}) + \lambda_{\text{pert}} \text{tr}(\nabla^{s} u_{m-1}^{n}) \right] \text{tr}(\nabla^{s} v) dx
\]

for all \( v \in \mathcal{V}_{0} \). Consequently, the functions \( u_{k}^{n} \) are independent of \( n \) for \( k = 0, \ldots, m - 1 \) (and will, from now on, be denoted by \( u_{k} \)) and there exist constants \( C_{k} > 0 \) independently of \( n \) such that

\[
\| u_{k} \|_{H^{1}(\Omega)} \leq C_{k}.
\]

Hence, there exists a \( C > 0 \) independently of \( n, \epsilon \) such that a bound for \( u_{R}^{n} \) is given by

\[
\| u_{R}^{n} \|_{H^{1}(\Omega)} \leq C \left[ \| \lambda_{\text{pert}} \|_{L^{\infty}(\Omega)} \sum_{k=0}^{m} \epsilon^{k} \| u_{k} \|_{H^{1}(\Omega)} + \| \lambda_{\text{pert}} \|_{L^{\infty}(\Omega)} \| u_{m-1} \|_{H^{1}(\Omega)} \right]
\]

\[
\leq C \left[ \| \lambda_{\text{pert}} \|_{L^{\infty}(\Omega)} \left( 1 - \nu_{0} l + \sum_{k=1}^{m-1} \epsilon^{k} C_{k} \right) + \| \lambda_{\text{pert}} \|_{L^{\infty}(\Omega)} C_{m-1} \right]
\]

\[
= \tilde{C}_{1}(\epsilon, l) \| \lambda_{R}^{n} \|_{\Omega} + \tilde{C}_{2}
\]

with \( \tilde{C}_{2} > 0 \) independently of \( n, \epsilon \) for \( \epsilon < 1 \) and

\[
\tilde{C}_{1}(\epsilon, l) = C \left( 1 - \nu_{0} l + \sum_{k=1}^{m-1} \epsilon^{k} C_{k} \right).
\]
Then, the tensile force is given by

\[ F[\lambda^{\varepsilon,n}, \mu, l] = \sum_{k=0}^{m-1} \varepsilon^k F_k + \varepsilon^m F_R^n, \]

where

\[ F_R^n = \int_{\Omega} \lambda^R_{\text{pert}} \sum_{k=0}^{m-1} \varepsilon^k \text{tr}(\nabla^s u_k) + \lambda_{\text{pert}} \text{tr}(\nabla^s u_{m-1}) + \lambda^{\varepsilon,n} \text{tr}(\nabla^s u^n_R) \, dx. \]

By using the estimate for \( u^n_R \) in \( H^1 \) we obtain

\[ |F_R^n| \leq |\lambda^n_R| \sum_{k=0}^{m-1} \varepsilon^k C_k + \| \lambda_{\text{pert}} \|_{L^\infty(\Omega)} C_{m-1} + \| \lambda^{\varepsilon,n} \|_{L^\infty(\Omega)} \| u^n_R \|_{H^1(\Omega)} \]

\[ \leq \tilde{C}_1(\varepsilon, l) |\lambda^n_R| + \varepsilon^m \tilde{C}_2(\varepsilon, l) |\lambda^n_R|^2 + \tilde{C}_3 \]

with

\[ \tilde{C}_1(\varepsilon, l) = C(1 + \lambda_{\text{met}} + \varepsilon D_c) \left( (1 - \nu_0) l + \sum_{k=1}^{m-1} \varepsilon^k C_k \right) + \varepsilon^m \tilde{C}_2, \]

\[ \tilde{C}_2(\varepsilon, l) = \tilde{C}_1(\varepsilon, l) \]

and \( \tilde{C}_3 > 0 \) independently of \( n, \varepsilon \) for \( \varepsilon < 1 \).

Then, proceeding analogously as in the derivation of (4.37), we get

\[ \lambda^{\varepsilon,\text{dummy}}(n + 1) = \tilde{\lambda} + \varepsilon^m F_R^n \left( K^2 - \varepsilon^m \frac{K F_R^n}{2\mu} \right)^{-1}, \]

where

\[ K = 2l - \frac{1}{2\mu} \left( \sum_{k=0}^{m-1} \varepsilon^k F_k \right) \]

and \( \tilde{\lambda} = \lambda_{\text{met}} + \varepsilon |\Omega_c| D_c + \varepsilon^m \tilde{\lambda}_R \) with \( \tilde{\lambda}_R \in \mathbb{R} \) independent of \( n \). Then, by using that \( \lambda^{\varepsilon,\text{dummy}}(n + 1) \) also has the representation (4.32), we get

\[ |\lambda^{n+1}_R| \leq |\tilde{\lambda}_R| + |F_R^n| \left| K^2 - \varepsilon^m \frac{|K||F_R^n|}{2\mu} \right|^{-1}. \] (4.42)

To examine the right-hand side in detail, this motivates the definition of a function \( \Phi \) with

\[ \Phi(x) := |\tilde{\lambda}_R| + |f(x)| \left| K^2 - \varepsilon^m \frac{|K||f(x)|}{2\mu} \right|^{-1}, \]

where

\[ |f(x)| \leq \tilde{C}_1(\varepsilon, l)|x| + \varepsilon^m \tilde{C}_2(\varepsilon, l)|x|^2 + \tilde{C}_3. \]
Now, the aim is to prove that there exists an \( r > 0 \) such that \( \Phi \) maps the ball around zero with radius \( r \) onto itself. For all \( r > 0 \) there exists \( \tilde{\varepsilon}_0(r) \) such that

\[
0 \leq \varepsilon^n \frac{|K||f(x)|}{2\mu} \leq \frac{K^2}{2}
\]

for all \( x \in B_r(0) \) and \( 0 < \varepsilon \leq \tilde{\varepsilon}_0(r) \). This yields

\[
\Phi(x) \leq |\tilde{\lambda}_R| + \frac{2}{K^2} (\tilde{C}_1(\varepsilon, l) r + \varepsilon^n \tilde{C}_2(\varepsilon, l) r^2 + \tilde{C}_3)
\]

for all \( x \in B_r(0) \). Hence, in order to gain the desired property of \( \Phi \), it has to be ensured that

\[
|\tilde{\lambda}_R| + \frac{2}{K^2} (\tilde{C}_1(\varepsilon, l) r + \varepsilon^n \tilde{C}_2(\varepsilon, l) r^2 + \tilde{C}_3) \leq r,
\]

which is equivalent to

\[
r \geq \left( |\tilde{\lambda}_R| + \frac{2\tilde{C}_3}{K^2} \right) \left( 1 - \frac{2(\tilde{C}_1(\varepsilon, l) + \varepsilon^n \tilde{C}_2(\varepsilon, l) r)}{K^2} \right)^{-1}.
\]

(4.44)

Now, let \( r_0 > 0 \) such that

\[
r_0 \geq 2 \left( |\tilde{\lambda}_R| + \frac{2\tilde{C}_3}{K^2} \right),
\]

where \( K^2 > 0 \) is a lower bound for \( K^2 \), which is independent of \( \varepsilon \) for \( \varepsilon < 1 \). Since \( \tilde{C}_1 \) is monotonically increasing with respect to \( \varepsilon \) and \( l \) and \( \tilde{C}_1 \to 0 \) for \( (\varepsilon, l) \to 0 \), there exist \( \varepsilon_0 \in (0, \tilde{\varepsilon}_0(r_0)) \) and \( l_0 > 0 \) such that \( r = r_0 \) satisfies (4.44) for all \( 0 < \varepsilon < \varepsilon_0 \) and all \( 0 < l < l_0 \).

Due to (4.42), this yields

\[
|\lambda^R_n| \leq r_0 \implies |\lambda^{n+1}_R| \leq r_0
\]

for all \( 0 < \varepsilon < \varepsilon_0 \), where \( \varepsilon_0 \) does not depend on \( n \). Using \( \lambda^0_R = 0 \in B_{r_0}(0) \) we obtain by induction that \( \lambda^R_n \in B_{r_0}(0) \) for all \( n \in \mathbb{N} \) and all \( 0 < \varepsilon < \varepsilon_0 \).

\[
\square
\]

\textbf{Remark:} The bound for the prescribed deformation length \( l \) at the top end, which was used to prove lemma 4.6, does not impose a further restriction to the convergence result of the embedded cell method because the result of algorithm 2 is independent of \( l \) (cf. lemma A.2).

Now, using the above lemmas 4.4 and 4.6, we can prove the convergence of the embedded cell method.

\textbf{Theorem 4.10} (convergence of the embedded cell method). \textit{Suppose, without loss of generality that }\( \lambda_{\text{met}} \leq \lambda^\varepsilon_{\text{cer}} \). \textit{Furthermore, let }\( (\lambda^\varepsilon_{\text{dummy}}(n))_{n \in \mathbb{N}} \text{ be the sequence of dummy material parameters given by algorithm 2. Then, there exists an } \varepsilon_0 > 0 \text{ such that the sequence } (\lambda^\varepsilon_{\text{dummy}}(n))_{n \in \mathbb{N}} \text{ converges monotonically to some } \lambda^\varepsilon_{\text{dummy}} \in [\lambda_{\text{met}}, \lambda^\varepsilon_{\text{cer}}] \text{ for all } \varepsilon \in (0, \varepsilon_0).
Proof. If $\lambda_{\text{met}} = \lambda^e_{\text{cer}}$, then $\lambda^{e,\text{dummy}}(0) = \lambda_m$ and as the material considered as embedded cell is homogeneous this yields $\lambda^{e,\text{dummy}}(n) = \lambda_{\text{met}}$ for all $n \in \mathbb{N}$ and $\varepsilon > 0$. Moreover, the cases $|\Omega_c| \in \{0, 1\}$ yield that $\lambda^{e,\text{dummy}}(n) = \lambda_{\text{met}}$ and $\lambda^{e,\text{dummy}}(n) = \lambda^e_{\text{cer}}$, respectively, with the same argument as above.

Therefore, let be $\lambda_{\text{met}} < \lambda^e_{\text{cer}}$ and $0 < |\Omega_c| < 1$. Because of lemma 4.6 there exists $\bar{\varepsilon}_0 > 0$ such that

$$\lambda^{e,\text{dummy}}(n) = \lambda_{\text{met}} + \varepsilon|\Omega_c|D_c + \mathcal{O}(\varepsilon^2)$$

uniformly for all $n \in \mathbb{N}$ and all $\varepsilon \in (0, \bar{\varepsilon}_0)$. Hence, with $D_c > 0$ according to the assumption there exists an $\varepsilon_0 > 0$ such that

$$\lambda^{e,\text{dummy}}(n) - \lambda_{\text{met}} = \varepsilon|\Omega_c|D_c + \mathcal{O}(\varepsilon^2) > 0,$$

for all $\varepsilon \in (0, \varepsilon_0)$.

Therefore, $\lambda^{e,\text{dummy}}(n) \in [\lambda_{\text{met}}, \lambda^e_{\text{cer}}]$ for all $n \in \mathbb{N}$, which also yields that if the sequence converges to some $\lambda^{e,\text{dummy}} \in \mathbb{R}$, this implies $\lambda^{e,\text{dummy}} \in [\lambda_{\text{met}}, \lambda^e_{\text{cer}}]$. Hence, it remains to prove that the sequence is monotone since a monotone and bounded sequence in $\mathbb{R}$ is convergent.

First, consider the case when $\lambda^{e,\text{dummy}}(0) = \lambda^{e,\text{dummy}}(1)$. This means that the initial value is a fixed point of the iteration procedure and hence, this implies that $\lambda^{e,\text{dummy}}(n) = \lambda^{e,\text{dummy}}(0)$. Hence, the sequence is constant and obviously monotonically convergent.

Now, let $\lambda^{e,\text{dummy}}(0) < \lambda^{e,\text{dummy}}(1)$. Because of lemma 4.6, this yields that there exist $m \in \mathbb{N}$, $m \geq 2$, and $\varepsilon_0 > 0$ such that

$$\lambda^{e,\text{dummy}}(1) = \lambda^{e,\text{dummy}}(0) + \varepsilon^m \lambda_{m,1} + \mathcal{O}(\varepsilon^{m+1}), \quad \lambda_{m,1} > 0$$

for all $\varepsilon \in (0, \varepsilon_0)$. Let

$$\lambda^{e,1} := \lambda_{\text{met}} + \varepsilon \chi_{\Omega_c} D_c + \chi_{\text{dummy}}(\lambda^{e,\text{dummy}}(1) - \lambda_{\text{met}}).$$

Then, lemma 4.4 can be applied and yields

$$F[\lambda^0, \mu, l] < F[\lambda^{e,1}, \mu, l].$$

Moreover, the mapping $\phi : \mathbb{R} \to \mathbb{R}$ defined by

$$\phi(x) = \left(x - 2\mu l\right) \left(2l - \frac{x}{2\mu}\right)^{-1},$$

which defines the equivalent first Lamé parameter, is monotone. Hence, we get

$$\lambda^{e,\text{dummy}}(1) < \lambda^{e,\text{dummy}}(2).$$

Using the same arguments we obtain by induction that the sequence of dummy material parameters is monotonically increasing for all $\varepsilon \in (0, \varepsilon_0)$.

Finally, for $\lambda^{e,\text{dummy}}(0) > \lambda^{e,\text{dummy}}(1)$ we get analogously that the sequence of dummy material parameters is monotonically decreasing for all $\varepsilon \in (0, \varepsilon_0)$. 

\[\square\]
Theorem 4.10 yields the existence of a limit dummy parameter $\lambda^{\epsilon,\text{dummy}}$. The final aim of this section is to show that this limit admits an expansion of the form (4.34). If such a result holds, then the embedded cell method 2 yields correct results up to errors of second order with respect to $\epsilon$.

**Theorem 4.11** (justification of the embedded cell method). Let $\lambda_{\text{met}}, \lambda_{\text{cer}} := \lambda_{\text{met}} + \epsilon D_c$ for $\epsilon > 0$ be the first Lamé parameters of a metal and a ceramic material, respectively. Furthermore, suppose that these materials have the same shear modulus $\mu > 0$. Then there exists an $\epsilon_0 > 0$ such that the embedded cell methods defined by algorithm 2 converges to

$$
\lambda^{\epsilon,\text{dummy}} = \lambda_{\text{met}} + \epsilon |\Omega_c| D_c + \mathcal{O}(\epsilon^2)
$$

(4.45)

for all $\epsilon \in (0, \epsilon_0)$. Moreover, if $\lambda^{\epsilon,\text{hom}}$ is the effective material parameter given by theorem 4.3, then

$$
\lambda^{\epsilon,\text{hom}} - \lambda^{\epsilon,\text{dummy}} = \mathcal{O}(\epsilon^2)
$$

(4.46)

and consequently

$$
F[\lambda^{\epsilon,\text{hom}}, \mu, l] - F[\lambda^{\epsilon,\text{dummy}}, \mu, l] = \mathcal{O}(\epsilon^2)
$$

(4.47)

for all $\epsilon \in (0, \epsilon_0)$.

**Proof.** The existence of a limit $\lambda^{\epsilon,\text{dummy}}$ is given by theorem 4.10. Furthermore, according to lemma 4.6, there exists an $\epsilon_0 > 0$, a $m \in \mathbb{N}$, $m \geq 2$ and a constant $C > 0$ independently of $n$ such that

$$
\lambda^{\epsilon,\text{dummy}}(n) = \lambda_{\text{met}} + \epsilon |\Omega_c| D_c + \epsilon^m \lambda_R^n
$$

for all $\epsilon \in (0, \epsilon_0)$, and $|\lambda_R^n| \leq C$ for all $n \in \mathbb{N}$. Since the sequence converges, this yields

$$
\lambda^{\epsilon,\text{dummy}} = \lambda_{\text{met}} + \epsilon |\Omega_c| D_c + \epsilon^m \lambda_R
$$

with $|\lambda_R| \leq C$, which implies the first assertion of the theorem. Finally, according to theorem 4.3, we have

$$
\lambda^{\epsilon,\text{hom}} = \lambda_{\text{met}} + \epsilon |\Omega_c| D_c + \mathcal{O}(\epsilon^2)
$$

for all $\epsilon \in (0, \epsilon_0)$, which directly implies the second assertion. \qed

**A Technical results**

The appendix contains some technical results needed in the previous sections but whose proofs are rather technical and are not directly contributing to the understanding of the topic.
A.1 Well-posedness of the embedded cell method

In this subsection the following two results will be proven. The first one is that there exists an equivalent material parameter \( \lambda^{\text{equiv}} \in \mathbb{R}^+ \) under suitable assumption on the first Lamé parameter function \( \lambda(x) \) of the material. Furthermore, the second result is that the equivalent material parameter is independent of the choice of the tensile length \( l \). These results also imply that the result of the embedded cell algorithm 2 exists and is independent of \( l \) and thus, the algorithm is well-posed at least for small perturbations.

**Lemma A.1.** Let \( \varepsilon > 0, \lambda^\varepsilon \in \mathbb{L}^\infty(\Omega) \) with \( \lambda^\varepsilon = \lambda_0 + \varepsilon \lambda_{\text{pert}} \geq 0, \mu \equiv \mu_0 > 0 \) and \( l \geq 0 \). Then there exists an \( \varepsilon_0 > 0 \) such that the equivalent material parameter \( \lambda^{\text{equiv}} \in \mathbb{R} \) according to definition 3.2 is non-negative for all \( \varepsilon \in [0, \varepsilon_0) \).

**Proof.** Let w.l.o.g be \( l > 0 \) and \( \lambda_{\text{pert}} \geq 0 \) almost everywhere. Furthermore, let \( u^\varepsilon \in \mathcal{W}_l \) be the weak solution of the tensile test. Then, according to theorem 4.1 \( u^\varepsilon \) is given by

\[
u^\varepsilon = u_0 + \varepsilon u_1 + \mathcal{O}(\varepsilon^2).
\]

By analogous arguments as in the proof of lemma 4.7 we obtain that the tensile force \( F[\lambda^\varepsilon, \mu, l] \) is given by

\[
F[\lambda^\varepsilon, \mu, l] = F_0 + \varepsilon F_1 + \mathcal{O}(\varepsilon^2)
\]

with

\[
F_0 = (1 - \nu_0) l \lambda_0 + 2 \mu l > 0,
\]

\[
F_1 = (1 - \nu_0)^2 l \int_\Omega \lambda_{\text{pert}} dx \geq 0
\]

and \( \lambda^{\text{equiv}} \) satisfies

\[
\lambda^{\text{equiv}} = (F_0 + \varepsilon F_1 - 2 \mu l) \left( 2l - \frac{F_0 + \varepsilon F_1}{2\mu} \right)^{-1} + \mathcal{O}(\varepsilon^2)
\]

\[
= \lambda_0 + \varepsilon \int_\Omega \lambda_{\text{pert}} dx + \mathcal{O}(\varepsilon^2)
\]

\[
\geq 0
\]

if \( \varepsilon_0 > 0 \) is sufficiently small, which proves the lemma.

**Lemma A.2.** Let \( \varepsilon > 0, \lambda^\varepsilon \in \mathbb{L}^\infty(\Omega) \) with \( \lambda^\varepsilon = \lambda_0 + \varepsilon \lambda_{\text{pert}} \geq 0, \mu \equiv \mu_0 > 0, l \geq 0 \) and \( \lambda^{\text{equiv}} \) be the equivalent material parameter according to definition 3.2. Then, \( \lambda^{\text{equiv}} \) does not depend on \( l \).

**Proof.** Let \( L^{-1} : \mathbb{R} \rightarrow H^1_m(\Omega) \times H^1(\Omega) \) be the operator which assigns the solution of the tensile test equation to a given prescribed tensile length. Then, according to theorem 2.2, \( L^{-1} \) is linear and injective and consequently invertible on its range with inverse \( L \), which is also a linear operator. Furthermore, the mapping \( F_u : \mathcal{R}(L^{-1}) \rightarrow \mathbb{R} \) with

\[
u \rightarrow \int_\Omega \lambda \text{tr}(\nabla^\varepsilon u) + 2\mu \partial_2 u_2 dx
\]
is linear for \( u \in \mathcal{R}(L^{-1}) \). Therefore, the mapping \( F_l : \mathbb{R} \to \mathbb{R} \) with \( F_l = F_u \circ L \) is a linear mapping. Hence, there exists an \( a \in \mathbb{R} \) independent of \( l \) such that \( F_l = al \). This yields that
\[
\lambda^{\text{equiv}} = (F_l - 2\mu l) \left( 2l - \frac{F_l}{2\mu} \right)^{-1} = (a - 2\mu) \left( 2 - \frac{a}{2\mu} \right)^{-1},
\]
which is independent of \( l \).

\[
\text{A.2 Generalized approximation results}
\]

In this subsection, two generalized approximation results will be proven. The first one is a generalization of theorem 4.1 for higher error orders. The second one states that the solution can be represented as a power series in \( \epsilon \).

**Theorem A.3.** Let \( 0 < \epsilon < 1 \), \( \mu \in \mathbb{R} \), \( m \in \mathbb{N} \) and \( \lambda^\epsilon \) be given by
\[
\lambda^\epsilon = \sum_{k=0}^{m} \epsilon^k \lambda_k + \mathcal{O}(\epsilon^{m+1})
\]
with \( \lambda_0 \in \mathbb{R} \) and \( \lambda_k \in L^\infty(\Omega) \) for \( k = 0, \ldots, m \), independent of \( \epsilon \). Then there exist functions \( u_k, k = 0, \ldots, m \) with \( u_0 \in \mathcal{W}_l \) and \( u_k \in \mathcal{W}_0 \) for \( k \geq 1 \) such that for the solution \( u^\epsilon \in \mathcal{W}_l \) of
\[
\int_{\Omega} \lambda^\epsilon \text{tr}(\nabla^s u^\epsilon) \text{tr}(\nabla^s v) + 2\mu \nabla^s u^\epsilon : \nabla^s v \, dx = 0 \tag{A.1}
\]
for all \( v \in \mathcal{W}_0 \) satisfies
\[
u^\epsilon - \sum_{k=0}^{m} \epsilon^k u_k = \mathcal{O}(\epsilon^{m+1}) \tag{A.2}
\]
with respect to the \( H^1 \)-norm.

**Proof.** Let \( u_0 \in \mathcal{W}_l \) and \( u_k \in \mathcal{W}_0 \), \( k = 1, \ldots, m \), respectively, the unique weak solutions of
\[
\int_{\Omega} \left[ \lambda_0 \text{tr}(\nabla^s u_0) I + 2\mu_0 \nabla^s u_0 \right] : \nabla^s v \, dx = 0,
\]
\[
\int_{\Omega} \left[ \lambda_0 \text{tr}(\nabla^s u_k) I + 2\mu_0 \nabla^s u_k \right] : \nabla^s v \, dx = - \sum_{i=0}^{m-1} \int_{\Omega} \lambda_{m-i} \text{tr}(\nabla^s u_i) \text{tr}(\nabla^s v) \, dx
\]
for all \( v \in \mathcal{W}_0 \). Notice that the solution \( u_0 \) is given by (4.7). By theorem 2.2 we have for \( u_k \), \( k = 1, \ldots, m \):
\[
\|u_k\|_{H^1(\Omega)} \leq C \| \sum_{i=0}^{m-1} \int_{\Omega} \lambda_{m-i} \text{tr}(\nabla^s u_i) \text{tr}(\nabla^s v) \, dx \|_{\mathcal{W}_0'}
\leq C \sum_{i=0}^{m-1} \| \lambda_{m-i} \|_{L^\infty(\Omega)} \| u_i \|_{H^1(\Omega)}.
\]
In particular, the \( \lambda_k \) are independent of \( \varepsilon \). Hence, there exists constants \( C_k > 0 \) for \( k = 0, \ldots, m \) independent of \( \varepsilon \) such that

\[
\| u_k \|_{H^1(\Omega)} \leq C_k. \tag{A.3}
\]

Now, define

\[
u^\varepsilon_{\text{approx}} := \sum_{k=0}^{m} \varepsilon^k u_k,
\tag{A.4}
\]

which is an element of \( W_1 \). Then \( u^\varepsilon_{\text{approx}} \) satisfies

\[
\int_{\Omega} \lambda^\varepsilon \text{tr}(\nabla^s u^\varepsilon_{\text{approx}}) \text{tr}(\nabla^s v) + 2\mu \nabla^s u^\varepsilon_{\text{approx}} : \nabla^s v \, dx = -\tilde{F}(v)
\]

for all \( v \in W_0 \), where

\[
\tilde{F}(v) = \sum_{i+j>m} \int_{\Omega} \varepsilon^{i+j} \lambda_i \text{tr}(\nabla^s u_j) \text{tr}(\nabla^s v) \, dx.
\]

Therefore, \( R := u^\varepsilon - u^\varepsilon_{\text{approx}} \) solves

\[
\int_{\Omega} \lambda^\varepsilon \text{tr}(\nabla^s R) \text{tr}(\nabla^s v) + 2\mu \nabla^s R : \nabla^s v = \tilde{F}(v)
\]

for all \( v \in W_0 \) and we can use theorem 2.2 again to obtain

\[
\| R \|_{H^1(\Omega)} \leq C \| \tilde{F} \|_{H^1_0}\]

\[
= C \sup_{v \in W_0, \| v \|_{H^1(\Omega)} = 1} \left| \sum_{i+j>m} \int_{\Omega} \varepsilon^{i+j} \lambda_i \text{tr}(\nabla^s u_j) \text{tr}(\nabla^s v) \, dx \right|
\]

\[
\leq \varepsilon^{m+1} C \sum_{i+j>m} \varepsilon^{i+j-m-1} \| \lambda_i \|_{L^\infty(\Omega)} \| u_j \|_{H^1(\Omega)}
\]

\[
\leq \varepsilon^{m+1} C \sum_{i+j>m} \varepsilon^{i+j-m-1} \| \lambda_i \|_{L^\infty(\Omega)} C_j
\]

\[
\leq \varepsilon^{m+1} \tilde{C}
\]

for constants \( C, \tilde{C} > 0 \), independent of \( \varepsilon \), which yields (A.2).

**Theorem A.4.** There exists an \( \varepsilon_0 > 0 \) such that the solution \( u^\varepsilon \in W_1 \) of

\[
\int_{\Omega} \lambda^\varepsilon \text{tr}(\nabla^s u^\varepsilon) \text{tr}(\nabla^s v) + 2\mu \nabla^s u^\varepsilon : \nabla^s v \, dx = 0 \tag{A.5}
\]

for all \( v \in W_0 \), where \( 0 < \varepsilon \leq \varepsilon_0 \), \( \lambda^\varepsilon = \lambda_0 + \varepsilon \lambda_{\text{pert}} \), \( \lambda_{\text{pert}} \in L^\infty(\Omega) \) and \( \mu \in \mathbb{R}^+ \), has the representation

\[
u^\varepsilon = \sum_{k=0}^{\infty} \varepsilon^k u_k, \tag{A.6}
\]

which converges absolutely in \( H^1 \) for \( \varepsilon \in (0, \varepsilon_0) \), \( u_0 \in W_1 \) and \( u_k \in W_0 \) for \( k \geq 1 \). Furthermore, there exists a constant \( C > 0 \) independently of \( k, \varepsilon \) such that

\[
\| u_k \|_{H^1(\Omega)} \leq C^k \| \lambda_{\text{pert}} \|^k_{L^\infty(\Omega)} \| u_0 \|_{H^1(\Omega)}
\]

for all \( k \geq 0 \).
Proof. Inserting the ansatz (A.6) into (A.5) yields
\[
\int_{\Omega} \left[ \lambda_0 \text{tr}(\nabla^s u_0) I + 2\mu \nabla^s u_0 \right] : \nabla^s v dx = 0,
\]
\[
\int_{\Omega} \left[ \lambda_0 \text{tr}(\nabla^s u_k) I + 2\mu \nabla^s u_k \right] : \nabla^s v dx = -\int_{\Omega} \lambda_{\text{pert}} \text{tr}(\nabla^s u_{k-1}) \text{tr}(\nabla^s v) dx
\]
for \( k \geq 1 \) and all \( v \in \mathcal{V}_0 \). Notice that \( u_0 \in \mathcal{V}_0 \) is given by (4.7). By theorem 2.2 there exists a \( C > 0 \) being independent of \( \varepsilon > 0 \) such that
\[
\| u_k \|_{H^1(\Omega)} \leq C \| \lambda_{\text{pert}} \|_{L^\infty(\Omega)} \| u_{k-1} \|_{H^1(\Omega)}.
\]
By induction we get
\[
\| u_k \|_{H^1(\Omega)} \leq C^k \| \lambda_{\text{pert}} \|_{L^\infty(\Omega)}^k \| u_0 \|_{H^1(\Omega)}.
\]
Hence, the series (A.6) converges absolutely for
\[
\varepsilon < \frac{1}{C \| \lambda_{\text{pert}} \|_{L^\infty(\Omega)}^k}
\]
and since \( H^1(\Omega) \) is a Banach space the series also converges in \( H^1 \). Because the left-hand-side of the equation (A.5) defines a continuous bilinear form in \( H^1 \) it follows that (A.6) is a solution of (A.5) and hence the assertion of the theorem follows. \( \square \)
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